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Abstract 
The accurate quantification of Nuclear Medicine single photon emission tomography 

(SPECT) plays an important part in radiopharmaceutical therapy. Accurately 

quantifying SPECT images of a diagnostic radionuclide such as I-123 is desirable, 

although not a straightforward process as it is hindered by the complex decay scheme. 

I-123 has low-energy primary emissions of 159 keV, and performing acquisitions with 

a low-energy resolution (LEHR) collimator result in images with high resolution. 

However, I-123 also has high-energy photon emissions which degrade image contrast 

and quantification accuracy. This degradation can be reduced by using 

medium-energy collimators (ME); however, at the expense of spatial resolution. Most 

clinical facilities have access to LEHR collimators, but not necessarily ME collimators. 

The aim of this study was to evaluate the quantification accuracy of I-123 LEHR and 

ME collimated SPECT images when an optimised OSEM reconstruction protocol is 

applied. To accomplish the aim three objectives were identified: 1) validation of a 

SIMIND modelled gamma camera fitted with LEHR and ME collimators, 2) optimisation 

of the iterative reconstruction algorithm in terms of equivalent iterations and SPECT 

corrections, and based on these results, 3) evaluation of the quantification accuracy 

of I-123 LEHR and ME SPECT images.  

The first objective of this study, to validate the SIMIND modelled gamma camera fitted 

with LEHR and ME collimators for I-123, involved comparing measured and simulated 

I-123 data. Results of measured and simulated planar performance tests (system 

energy resolution, system spatial resolution, and system sensitivity) were compared 

for both collimators. The validation included a visual comparison of reconstructed 

SPECT images of a quality control phantom in terms of uniformity, cold contrast, 

resolution, and linearity. The measured and simulated planar results for system energy 

resolution, system spatial resolution and system sensitivity differed by 3.4%, 6.4% and 

5.3%, respectively. The visual comparison performed on the reconstructed SPECT 

images showed good agreement between the measured and simulated data. 

The second objective was to optimise the OSEM iterative reconstruction algorithm 

concerning the number of iterations and SPECT corrections. SPECT images of 

voxel-based phantoms of spherical objects and image quality phantoms were 

simulated and reconstructed with different numbers of effective iterations. The count 
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density recovery, image noise, contrast and resolution were evaluated. The image 

quality phantom was also reconstructed with different corrections (attenuation, scatter 

and collimator-detector response (CDR)) and compared. The optimal number of 

equivalent iterations was selected as 64 and the contribution of the different 

corrections was appreciated. When septal penetration and scatter was compensated 

for as part of the CDR correction, the LEHR collimator results were comparable to that 

obtained with the ME collimator. 

This led to the aim of the final objective: to determine the quantification accuracy of 

I-123 SPECT studies in patient phantoms acquired with LEHR and ME collimators. 

Using voxel based patient phantoms, the quantification accuracy was assessed for 

LEHR and ME SPECT images of spherical objects.  Quantification errors smaller than 

3.8% were recorded for both the LEHR and ME collimators when attenuation, scatter 

and CDR (including septal penetration and scatter) corrections were applied.   

Therefore, to conclude, when appropriate SPECT corrections were applied during the 

reconstruction of I 123 LEHR and ME SPECT images, the image quality between the 

collimators were comparable and quantification accuracy of up to 3.8% was 

achievable. 

Keywords: Nuclear Medicine, I-123, SPECT/CT, Monte Carlo simulations, LEHR 

collimator, ME collimator, optimisation, quantification.  
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Abbreviations 

%RMS Percentage root mean square 

3D Three-dimensional 

A CT-based attenuation correction 

AC Attenuation correction 

A-S CT-based attenuation correction and ESSE scatter corrections 

A-S-CDR 
CT-based attenuation, ESSE scatter, and collimator detector response 
(including geometric, septal scatter and penetration) corrections 

A-S-Geo 
CT-based attenuation, ESSE scatter, and geometric CDR response 
corrections 

CDR Collimator-detector response 

CF Calibration factor 

CT Computed tomography 

𝑬 Photon energy 

EI Equivalent iterations 

ESSE Effective scatter source estimation 

FWHM Full-width at half maximum 

FWTM Full-width at tenth maximum 

HE High-energy 

I-123 Iodine-123 

I-131 Iodine-131 

IQ Image quality 

LEHR Low-energy high resolution 

LEHR-M Measured LEHR collimator dataset 

LEHR-S Simulated LEHR collimator dataset 

LSF Line spread function 

M Measurement 

MC Monte Carlo 

ME Medium-energy 

ME-M Measured ME collimator dataset 

ME-S Simulated ME collimator dataset 

mIBG Metaiodobenzylguanidine 

NaI Sodium iodide 

NEMA National Electrical Manufacturers Association 

NM Nuclear Medicine 

NMISA National Metrology Institute of South Africa 

OSEM Ordered subset expectation maximization 

PVC Partial volume corrections 

PVE Partial volume effect 

RBSC Reconstruction-based scatter correction 
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R𝒄 Collimator resolution 

RE Energy resolution 

R𝒊 Intrinsic resolution 

R𝒔 System spatial resolution 

RC Recovery coefficient 

ROI Region of interest 

RPT Radiopharmaceutical therapy 

S Simulation 

SC Scatter correction 

SIMIND Simulation of imaging nuclear detectors 

SPECT Single-photon computed tomography 

TEW Triple energy window 

UAH Universitas Academic Hospital 

VOI Volume of interest 
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1.1 Overview 

1.1.1 Radiopharmaceutical Therapy 

Targeted radiopharmaceuticals are used in Nuclear Medicine (NM) to diagnose and 

plan the treatment of diseases, such as cancer, by assessing patient anatomical 

structures and active physiological processes. After the administration of the 

radiopharmaceutical and an allotted waiting period, the images of the patient obtained 

with a gamma camera would provide information on the uptake of the 

radiopharmaceutical. The spatial distribution of the radioactivity displayed within a 

region of interest (ROI) would be an indication of tissue functionality and metabolism. 

Unusual uptake can imply abnormalities such as cancer or disease.  

Radiopharmaceutical therapy (RPT) (Wahl, Ahuja and Clarke, 2021), also known as 

theragnostics (Frangos and Buscombe, 2019), allows personalised patient diagnosis 

and treatment. The fundamental principle of RPT is using a diagnostic agent to 

determine the possible benefits of a therapeutic radionuclide coupled to the same 

molecular agent (Del Vecchio et al., 2007). This approach allows treatment response 

predictions/ monitoring and analysis of possible adverse effects (Lee and Li, 2011; 

Yordanova et al., 2017). RPT aims to optimise personalised therapy; therefore, 

detailed and accurately quantifiable diagnostic imaging is a prerequisite (Li et al., 

2017).  

Conventional planar quantification is still used for RPT planning, but the limitations of 

planar quantification, such as the overlay of distribution information, have promoted 

the standard use of SPECT/CT due to its improved quantification accuracy. 

Single-photon computed tomography (SPECT) provides three-dimensional (3D) 

information of organ/tissue function through the detection of radioactivity distribution. 

It is assumed that the image information is directly proportional to the radioactive 

distribution in the patient. Computed tomography (CT) scans provide information on 

internal structures' anatomical placement, morphology and densities (Bushberg et al., 

2012). By fusing the images from SPECT and CT, the localisation of the detected 

activity is significantly increased (Munley et al., 1999).   

SPECT imaging performed in NM can be influenced by certain physical, technical and 

patient factors causing artefacts that affect the image quality of the images and 
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therefore the accuracy of quantification. The physical factors include attenuation, 

Compton scatter of photons, collimator-detector response (CDR), and partial volume 

effects (PVE), and are further discussed in section 1.1.4. 

The aforementioned physical factors will degrade the images' quantitative information, 

contrast and resolution. Applying accurate corrections for these factors improve the 

quantification accuracy of the acquired images. The efficiency of an RPT plan is based 

on the diagnostic image quantification accuracy. With increasing quantification 

accuracy, the therapeutic absorbed dose calculation becomes more precise. As a 

result, tumour control is improved, normal tissue complications are reduced, and 

treatment plan efficacy is increased (Takam et al., 2008).  

1.1.2 Iodine for Radiopharmaceutical Therapy  

For decades iodine-131 (I-131) has been used to treat diseases such as 

hyperthyroidism, thyroid cancer and non-Hodgkin's lymphoma (Greig, McDougall and 

Halnan, 1973; Dewaraja, Ljungberg and Koral, 2000; Silberstein, 2012; Yeong, Cheng 

and Ng, 2014). In recent years, I-131 has also been labelled with 

metaiodobenzylguanidine (mIBG) to treat neuroblastomas (Tang et al., 2000; Kushner 

et al., 2009; Bombardieri et al., 2010; Theerakulpisut et al., 2018) . I-131 has a half-life 

of 8.0 days and decays through β− emissions and emit a principal gamma ray at 

364.5 keV (81.2%), with additional gamma emissions at 284.3 keV, 637.0 keV and 

Figure 1-1: Diagram of I-131 decay scheme 
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722.9 keV (6.1%, 7.1% and 1.8%, respectively), as indicated by Figure 1-1 

(Laboratoire National Henri Becquerel, 2014) .  

Due to its favourable decay characteristics, Iodine-123 (I-123) (Figure 1-2) is an ideal 

diagnostic imaging radionuclide. It decays through electron capture to tellurium-123 

with a half-life of 13.2 hours, and the primary gamma emission energy of 159.0 keV 

(83.3% abundance) (Laboratoire National Henri Becquerel, 2004) makes it well suited 

for gamma camera imaging using a low-energy high resolution (LEHR) collimator. 

However, the decay scheme of I-123 also includes emissions of photons with energies 

between 440.0 – 624.6 keV and 628.3 – 783.6 keV.  

I-123 labelled metaiodobenzylguanidine (mIBG) is useful in assessing cardiac function 

and diagnosing heart failure (Nakajima et al., 2007; Gerson et al., 2013; Asghar et al., 

2017). It can also be used to visualise tumours of neuroendocrine origin (Dewaraja, 

Ljungberg and Koral, 2000; Kushner et al., 2009; Matthay et al., 2010; Söderberg et 

al., 2012; Brady and Shulkin, 2019). Diagnostic imaging with I-123 labelled to a 

radioligand (I-123-ioflupane, I-123-FP-CIT) has been used to study dopamine 

transport and allowed the improvement of diagnosis of patients suffering from 

Parkinson's disease (Dobbeleir et al., 2006; Du, Tsui and Frey, 2006; Crespo et al., 

2008; Matsutomo et al., 2015; Niñerola-Baizán et al., 2018; Okada et al., 2018).  

Figure 1-2: Diagram of I-123 decay scheme 
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I-123 has been proven to be the preferred diagnostic agent in conjunction with I-131 

as the therapeutic radioisotope, since it can be labelled to the same pharmaceutical 

(Bombardieri et al., 2010; Matthay et al., 2010; Lee and Li, 2011; Silberstein, 2012; 

Parisi et al., 2016; Yordanova et al., 2017). 

1.1.3 Gamma Camera Imaging in Nuclear Medicine 

1.1.3.1 Gamma Camera Principles 

As mentioned before, a gamma camera can be used to acquire images of the uptake 

of radiopharmaceuticals. The radioactivity in the patient would provide information on 

tissue physiology by emitting photons of certain energies. A gamma camera is 

comprised of a scintillation crystal, which detects and converts these emitted photons 

into light. This light is channelled to photomultiplier tubes where the detected light 

signal is amplified and converted into an electronic signal. The signal amplitude and 

position of the event in the crystal are processed by positional circuitry to create a 

digital image. A collimator, made of lead sheets, can be fitted to the crystal face. The 

collimator allows only photons travelling in a specific direction relative to the detector 

to reach the crystal and be recorded as an event, while the rest is absorbed by the 

lead of the collimator (Cherry, Sorenson and Phelps, 2012).   

 

Figure 1-3: Basic composition of gamma camera (Cherry, Sorenson and Phelps, 2012) 
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1.1.3.2 Collimator Selection for I-123 

The collimator selection for I-123 imaging has been a point of debate for some time 

(Inoue et al., 2004). Each collimator has its own advantages and disadvantages. The 

high-energy photons (440.0 – 783.6 keV) emitted during I-123 decay easily penetrate 

the LEHR collimator's septa and degrade the image contrast and quantification 

accuracy. Acquiring I-123 SPECT images with a medium-energy (ME) collimator 

would reduce the septal penetration and improve image contrast and quantification 

accuracy but at the cost of spatial resolution (De Geeter et al., 1996).  

In summary, LEHR collimators produce images with high resolution (Macey et al., 

1986; Dobbeleir, Hambÿe and Franken, 1999; Rault et al., 2007) and are commonly 

used for cardiac studies (Inoue et al., 2004), whereas ME collimators are well-suited 

for quantification studies but have limitations when analysing small objects. I-123 

studies with either of these collimator types are viable; however, the collimator choice 

for I-123 diagnostic imaging is dependent on the clinical need, the type of study that 

needs to be performed and the resources available (Brown, 2018). Since LEHR is the 

ideal collimator for Tc-99m imaging, most clinical departments have access to LEHR 

collimators, but not necessarily ME collimators. 

Assessment of and attempts to improve I-123 image quantification has been ongoing 

(Gilland et al., 1994; Chen et al., 2006; Du, Tsui and Frey, 2006; Matsutomo et al., 

2015; Niñerola-Baizán et al., 2018). 

1.1.3.3 Performance Evaluation of the Gamma Camera 

NEMA is frequently cited when evaluating the performance of gamma camera 

(National Electrical Manufacturers Association, 2012). The performance of a gamma 

camera is based on the systems' ability to accurately detect scintillation events, the 

counting rate it can handle before going into dead time, and to measure the energy of 

incident gamma rays. Two types of performance measurement exist: intrinsic and 

system tests. Intrinsic gamma camera tests aim to assess the performance of the 

detector (crystal and electrical components) without the degrading effects related to a 

collimator. Collimators are fitted during system tests (clinically realistic conditions) and 

indicate how well the components of the gamma camera function as a complete unit 

to produce the final gamma camera images.  
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i. Energy resolution 

Compton scatter is a common occurrence for the range of emission energies used 

during clinical studies. The gamma camera should be able to distinguish between 

scattered photons with lower energies and the primary photon energies. This is 

important to ensure that the positional information of the detected event is correct. The 

energy resolution of the system determines the efficiency with which this can be 

accomplished. Statistical fluctuations in the number of collected light photons influence 

the energy resolution of a scintillation detector. Therefore, the energy resolution of the 

gamma camera varies with photon energy (𝐸) as 1 √𝐸⁄ . As a result, higher energy 

photons result in improved energy resolution. The energy resolution (RE) of a system 

is defined as the full-width at half maximum (FWHM) of the photopeak expressed as 

a percentage of photon energy: 

  RE(%) =
𝐹𝑊𝐻𝑀

𝐸
× 100 (1-1) 

As energy resolution improves, fewer scattered events will be included in the imaging 

energy window, increasing image contrast (Bailey et al., 2014). 

ii. System Spatial Resolution  

The system spatial resolution (R𝑠) is the smallest distance between point sources in 

an image that the gamma camera can detect. Two components, intrinsic resolution 

(Ri) and collimator resolution (Rc), determine the spatial resolution of a gamma 

camera, which may be expressed as: 

R𝑠 = √𝑅𝑖
2 + 𝑅𝑐

2 (1-2) 

Poor spatial resolution will cause blurring of source edges and decrease the image 

contrast. The intrinsic spatial resolution is dependent on the energy of the incident 

photon energy, and the light collection efficiency of the photomultiplier tubes. With 

increased photon energy more light photons are produced in the scintillation crystal, 

resulting in less statistical variations in detecting the signal. Thicker crystals result in 

poorer spatial resolution due to greater spreading of the scintillation light, (greater 

uncertainty in the X, Y location of original event). However, the intrinsic spatial 

resolution contribution is negligible to the system resolution, which is mainly affected 

by the collimator design.  
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iii. System Sensitivity  

The system sensitivity of a gamma camera is defined as the number of detected 

events within the crystal per unit time and unit of activity for a specific radionuclide 

energy. The sensitivity is determined by the scintillation crystal composition, the 

incident photon energy, the energy window settings and the collimator. The test for 

sensitivity can only be performed with a known activity concentration.  

1.1.4 Quantification in Nuclear Medicine 

Radioactivity distribution quantification contributes to the interpretation of clinical 

images, but is also an essential tool to accurately perform internal radionuclide 

radiation dosimetry. Quantification, per its definition, is to measure and express the 

quantity of something. In NM studies, the radioactivity distribution (also expressed as 

image counts) within a ROI or object is quantified. The ability to quantify activity 

distribution accurately depends largely on the imaging modalities used to capture the 

distribution of the radioactivity. Factors such as radioactive decay and photon emission 

energy can also be detrimental to final results. 

Image-based quantification in NM imaging modalities is often either relative or 

absolute. Relative quantification expresses the activity distribution in a ROI in relation 

to another. For example, the activity uptake in the left ventricle (LV) wall compared to 

the LV cavity (El Fakhri et al., 1999), or the count density in the LV in relation to the 

count density in the upper mediastinum (Chen et al., 2006). Absolute quantification is 

a direct measurement of activity concentration and is routinely used in dosimetry 

studies (Almeida et al., 1999; Da Silva et al., 2001; Dewaraja et al., 2010; Gregory et 

al., 2019). To achieve accurate absolute quantification, degrading factors such as 

attenuation, scatter and loss of resolution in the detector should be corrected for 

(IAEA, 2014). These image degrading factors form an integral part of the imaging 

process in NM and the influence of these phenomena on quantification accuracy will 

be discussed below.  

These factors' effect on the image quality and quantitative accuracy can be 

compensated for by applying the relevant correction methods for attenuation, scatter, 

CDR and PVE. When these corrections have been applied, reliable quantitative 

information from SPECT images can be obtained (Frey, Humm and Ljungberg, 2012).  
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1.1.4.1 Iterative Reconstruction  

With SPECT imaging, planar projections of the activity distribution are acquired at 

multiple angles. An extra dimension is added to the data by reconstructing these 

projections, which enables the viewer to distinguish overlayed activity distribution 

information.  

The ordered subset expectation maximization (OSEM) iterative algorithm is widely 

available and regularly used to reconstruct SPECT images (Seret and Forthomme, 

2014). The working principles of an iterative reconstruction algorithm are illustrated in 

Figure 1-4. The reconstruction process starts with a simple estimate of the activity 

distribution (usually a uniform image). The uniform estimate is forward projected, 

through summation of intensities along ray paths, to create a set of estimated 

projections. The estimated projections are compared to the measured projections and 

the difference is calculated. This difference, or error, is back projected to update the 

starting estimate. These steps are then repeated (iterated), starting with the newly 

updated estimates, until converged error estimates are calculated (Cherry, Sorenson 

and Phelps, 2012; Grimes, 2013). When sufficiently small errors are obtained, the 

process stops as it is assumed the newly reconstructed image accurately depicts the 

activity distribution in the patient. For this assumption to be plausible however, the 

same degrading factors present during the physical measurement has to be 

incorporated in the forward projection of the estimates. These degrading factors, and 

the incorporation of their corrections into the iterative reconstruction algorithm will be 

discussed further.  

Because of the time-consuming nature of the iterative process, the OSEM algorithm 

was introduced (Hudson and Larkin, 1994). With the OSEM iterative algorithm, the 

total number of projections are subdivided into subsets, each with an equal number of 

projections. The reconstructed image will therefore be updated after processing each 

subset of data. Only once all subsets have been processed a single iteration has been 

completed, but several updates have been performed. To give an example: 64 

measured projections are grouped into 4 subsets, each containing 16 projections, and 

reconstructed with OSEM. An update occurs after the 16 projections have been 

processed. Within 1 iteration, the estimate projection would be updated 4 times. The 

more iterations completed, the smaller the reconstruction bias (difference between 
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estimate and true activity distribution). This gain in error convergence comes at the 

price of image noise and extended reconstruction time (Dewaraja et al., 2012).  

To ensure accurate iterative reconstruction of measured projections, several 

corrections can be modelled in the algorithm. The implementation of these corrections 

is shown in the diagram in Figure 1-5. 

i. Attenuation Correction  

During attenuation, some photons do not reach the detector due to interactions within 

the patient. The photon interactions, photoelectric absorption and Compton scatter 

result in a loss of photons being detected and recorded in the image. The amount of 

attenuation that can occur is determined by the material thickness, its atomic number 

(Z) and the energy of the incident photons, which is reflected by the linear attenuation 

coefficient (𝜇). If an incident photon beam with an intensity 𝐼0 passes through a 

Figure 1-4: Flowchart describing basic iteration reconstruction process 
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material with a thickness 𝑥, the beam that exits will have an intensity 𝐼. It can be 

determined using the following equation: 

  𝐼 = 𝐼0𝑒−𝜇𝑥 (1-3) 

Furthermore, 𝜇 is dependent on the experimental geometry used to determine its value 

(Rosenthal et al., 1995), which can be either a broad or a narrow beam. With a broad 

beam geometry, scattered photons contribute to the detected signal. Narrow beam 

geometry implies that the geometrical arrangement is designed to minimise detection 

of scattered photons, meaning sufficient collimation is in place.   

To perform accurate attenuation correction (AC), the spatial distribution of linear 

attenuation coefficients (i.e., an attenuation map), is required. Using a hybrid 

SPECT/CT system allows the acquisition of CT data which can be used to derive an 

attenuation map. The creation of the attenuation map requires that the CT images be 

converted from the standard Hounsfield units to linear attenuation coefficients that 

correspond to the photon energy of the radionuclide used during SPECT acquisition 

(Ritt et al., 2011). The attenuation map (an array of 𝜇 values) is then incorporated into 

a reconstruction algorithm in order to correct for the attenuation of the gamma rays.  

ii. Scatter Correction 

A common and dominant interaction that can occur between a photon and a loosely 

bound electron, at the energy range relevant to this study, is Compton scatter (Ritt et 

al., 2011). Some scatter will appear in the image due to the intrinsic energy resolution 

of the detector not being good enough to detect the energy difference between 

scattered and primary photons. A result of the inclusion of scattered photons in the 

photopeak is the degradation of the image's contrast and spatial resolution (Dewaraja, 

Ljungberg and Koral, 2000; Willowson, Bailey and Baldock, 2008). Two scatter 

correction (SC) methods are used extensively: measured scatter and modelled scatter 

distributions. 

A renowned method for measured scatter correction is the triple energy window (TEW) 

method. The method incorporates an energy window over the photopeak (the main 

window), and two narrow scatter windows placed above and below the main energy 

window. The scatter detected in these scatter windows is subtracted from the main 

energy window counts (Ogawa et al., 1991; Pereira et al., 2010). The upper scatter 
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window is used to detect any scattered events occurring from photons with higher 

energy than the photon energy primarily used for imaging, which is relevant for I-123. 

The lower scatter window is used to correct for scatter of the main imaging photon. 

The upper scatter window can be ignored if a mono-energetic isotope is used, as for 

Tc-99m.  An advantage of the TEW method is the ease with which it can be applied 

for any radionuclide or energy window width. A notable disadvantage of TEW is that 

there is an amplification of noise due to low statistical information in the narrow scatter 

windows (Hutton, Buvat and Beekman, 2011).  

Scatter correction based on modelling of 3D spatial scatter has proven to be more 

accurate than the energy window-based subtraction method mentioned above 

(Kadrmas et al., 1998). Reconstruction-based scatter compensation (RBSC) is an 

example of a scatter modelling technique. The RBSC method involves modelling of 

the scatter response function (SRF) in an iterative reconstruction algorithm, mapping 

the path of scattered photons from the last known position back to the origin. The 

effective source scatter estimation (ESSE) (Frey and Tsui, 1996) is an example of an 

RBSC approach. With ESSE, a scatter kernel, derived using Monte Carlo (MC) 

simulations, is used to estimate the contribution of scatter to the image of the activity 

distribution. The simulated kernel is a function of the radionuclide energy, the energy 

window settings and the system spatial resolution of the gamma camera (Ljungberg 

and Sjögreen Gleisner, 2016). An attenuation map and the source distribution are 

incorporated into the reconstruction algorithm to calculate the scatter contribution. 

iii. Collimator-Detector Response Correction 

CDR is an additional source of image degradation that determines SPECT image 

resolution. The CDR comprises of four components, namely detector intrinsic 

response (responsible for spatial resolution), collimator resolution, septal penetration 

and septal scatter (Ritt et al., 2011; Ghaly, Links and Frey, 2017). The intrinsic spatial 

resolution is determined by the crystal's characteristics and the statistical variation in 

the pulse formation determines the event's position. The collimator resolution is 

primarily dependent on the design of the collimator and is also influenced by the 

distance from the collimator (Kalantari, Rajabi and Saghari, 2011), meaning that the 

collimator resolution deteriorates with an increase in the collimator-source distance. 

When photons have high enough energies and pass through the collimator's septa, 

septal penetration and scatter could occur, which degrades the spatial resolution and 
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contrast of the SPECT images. The effect of septal penetration and scatter is 

especially noteworthy at medium- to high-energy gamma rays. All CDR components 

can be corrected for by using MC simulated kernels. The kernels are determined from 

in-air point sources simulated at different distances from the detector (Minarik, 

Sjögreen Gleisner and Ljungberg, 2008; Chun, Fessler and Dewaraja, 2013; 

Ljungberg and Sjögreen Gleisner, 2016). 

1.1.4.2 Partial Volume Effect Correction 

PVEs are caused mainly by the imaging system's limited spatial resolution and the 

limits set by the pixel size during image sampling (Kalantari, Rajabi and Saghari, 

2011). This limitation causes the blurring effect, resulting from spill-in or spill-out 

between adjacent regions containing activity (Bailey et al., 2014). PVE dominantly 

occurs in objects/sources that are smaller than two times the spatial resolution of the 

gamma camera (Saha, 2006). By incorporating a CDR correction (described in section 

1.1.4.1iii)  as part of the iterative reconstruction algorithm, the PVE are partially 

Figure 1-5: Corrections factors that can be incorporated into iterative reconstruction 
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corrected for. However, CDR correction does not entirely eliminate PVE from images, 

especially for small objects.  

PVE can further be corrected for post-reconstruction by applying recovery coefficients 

(RCs). The RC is defined as the ratio of the recovered (measured) activity 

concentration in the SPECT images to the true activity concentration (Willowson, 

Bailey and Baldock, 2008). Physical phantoms containing spheres of various sizes, 

filled with known activity concentrations can be imaged and analysed to obtain a set 

of recovery coefficients. PVE caused by spill-out can be compensated for by applying 

this coefficient to the measured activities of spherical objects of similar sizes (Rousset 

and Zaidi, 2006).  

1.1.5 Monte Carlo Simulations 

MC simulation software can implement mathematical modelling to simulate random or 

statistical processes when physical data collection is impossible. The MC software 

uses statistical processes to compute outcomes by generating random numbers used 

in the algorithms. MC is implemented in NM to simulate the transport of electrons 

and/or photons which is highly random and determine several variables, one of these 

being the type of interaction the particles undergo (Zaidi, 1999). An advantage of using 

MC software is that it can be used to create almost any experimental setup, whether 

clinically applicable or not, and can be used to model statistical variations. CT images 

of physical phantoms or patients can be recreated as digital voxel-based phantoms 

and incorporated during MC simulations. Realistic radiation radionuclide distribution 

uptake and radiation interactions can be reproduced by using these phantoms during 

simulations. 

Authors have used MC codes, such as SIMIND (Ljungberg and Strand, 1989) and 

GATE (Jan et al., 2004), to model SPECT gamma camera detectors (Dewaraja et al., 

2002; Autret et al., 2005; Rodrigues et al., 2007), create photon and electron transport 

models (Salvat and Fernández-Varea, 2009), evaluate penetration and attenuation, 

and scatter corrections (Ljungberg and Strand, 1990; Ljungberg et al., 2002; Asl, 

Sadremomtaz and Bitarafan-Rajabi, 2013). MC simulations have also been used to 

assess the influence of tumour shape and calibration geometry on quantification 

accuracy (Dewaraja et al., 2005; D'Arienzo et al., 2016; Ramonaheng et al., 2021) and 

for the design of gamma camera collimators (Macey et al., 1986; Razavi et al., 2017).  
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To accurately create a MC modelled gamma camera and implement it as a trusted 

tool in research studies, the performance of the physical gamma camera should be 

assessed. If the performance test results of the physical gamma camera correspond 

to specified criteria, and those results can be replicated using the MC modelled 

gamma camera to within a certain error margin, the model can be considered 

validated.  

1.2 Aim and Objectives 

The thesis aimed to evaluate the quantification accuracy of I-123 LEHR and ME 

collimated SPECT images when an optimised OSEM reconstruction protocol is 

applied. The study was based on SIMIND MC simulations of voxel-based phantoms.  

The following objectives were pursued and presented in three articles: 

1. Create and validate a SIMIND MC based gamma camera for I-123 imaging 

using the LEHR and ME collimators 

2. Optimise the OSEM reconstruction protocol in terms of equivalent iterations and 

SPECT corrections  

3. Assess the quantification accuracy of I-123 SPECT images acquired with LEHR 

and ME collimators  

1.3 Summary of Papers 

Chapter 2 – Article 1: Validation of a Monte Carlo Modelled Gamma Camera for 

LEHR And ME Collimated I-123 SPECT Imaging 

The aim of this article was to validate a SIMIND MC modelled gamma camera for I-123 

using LEHR and ME collimators. The model is based on a Siemens Symbia dual-head 

gamma camera.  

Chapter 3 – Article 2: Optimisation of I-123 SPECT Image Reconstruction using 

LEHR and ME Collimators:  A Monte Carlo study 

The article aimed to optimise the OSEM reconstruction protocol used when performing 

quantification of I-123 LEHR and ME images. The reconstruction was optimised in 

terms of equivalent iterations and applied SPECT corrections. Voxel-based phantoms 

were used to assess the count recovery of radioactive spheres in a cold background, 
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and image quality parameters such as uniformity, contrast and resolution were 

analysed. 

Chapter 4 – Article 3: Quantification Accuracy of I-123 Patient Phantom SPECT 

Studies using LEHR and ME Collimators 

In this article absolute activity quantification was performed on LEHR and ME 

collimated I-123 SPECT images. Voxel-based phantom patients and geometrically 

simple sources were simulated. The optimised reconstructed protocol was 

implemented and collimator-specific calibration factors were determined for activity 

concentration recovery. Recovery coefficients were determined to improve the 

quantification accuracy. The quantification errors calculated for each collimator were 

compared.  
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Abstract  

The purpose of this study was to validate a Siemens Symbia gamma camera model 

fitted with low-energy high resolution (LEHR) and medium-energy (ME) collimators 

using the SIMIND Monte Carlo code, with I-123 as the source isotope. The validation 

focused on performance tests comparing simulation (S) to measurement (M) results 

using both LEHR and ME collimators. The system energy resolution, planar system 

spatial resolution, and planar system sensitivity were studied. The validation included 

a visual comparison of reconstructed SPECT images of a quality control phantom in 

terms of uniformity, cold contrast, resolution, and linearity. The validation was curated 

regarding standard deviation and percentage differences for the planar tests between 

each collimator's simulated and measured data. The LEHR spatial resolution FWHM 

had a < 1% difference (LEHR-M = 8.1 mm, LEHR-S = 8.1 mm), while the ME data 

differed by 6.3 % (ME-M = 11.2 mm, ME-S = 11.9 mm). The difference in sensitivity 

between measured and simulated values for the LEHR and ME was -2.3 % and 5.3 

%, respectively. Furthermore, the visual comparison performed on the reconstructed 

LEHR and ME collimated SPECT images showed good agreement between the 

measured and simulated data. Overall, the measured and simulated results show that 

the SIMIND MC code can accurately mimic SPECT data from the Siemens Symbia 

gamma camera for I-123 using both the LEHR and ME collimators. 

2.1 Introduction  

Nuclear medicine (NM) is often used to diagnose, evaluate and treat diseases, such 

as cancer. Theragnostics (Frangos and Buscombe, 2019) is a growing field in NM in 

which personalised diagnosis and therapy can be improved using molecular targeting. 

Radioiodine, specifically iodine-131 (I-131), has, for many decades, been used to 

diagnose and treat differentiated thyroid cancer. Still, the true efficacy of the uptake 

was only realised in 1996 with the cloning of the sodium iodide symporter (Ahn, 2016). 

This discovery led to an improved understanding of how I-131 can infiltrate malignant 

thyroid cells.   

I-131 has become even more popular in its use for the treatment of Graves' disease, 

multinodular goitre and neuroblastomas (Yeong, Cheng and Ng, 2014). It is an isotope 

that is naturally recognised and absorbed by the thyroid. By labelling it with a 

pharmaceutical, the detection of other diseases is also possible. I-131 decays (by 

β- and γ emission) with a maximum β--energy of 606.3 keV (89.4% abundance) and a 
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principal γ-energy of 364.5 keV (81.2% abundance) (Laboratoire National Henri 

Becquerel, 2014). It has a half-life of 8.0 days, and due to its emissions, I-131 is 

suitable for both therapy and imaging of target lesions. However, the high energy 

emissions (γ-emissions: 637.0 keV and 722.9 keV with 7.1% and 1.8% abundance, 

respectively) make appropriate collimation difficult, which can impede accurate activity 

quantification (Yordanova et al., 2017). The gamma camera provides sufficient 

detection efficiency in the energy range 100-200 keV while maintaining a high intrinsic 

spatial resolution. Given that I-131 does not fully satisfy this requirement, I-123 is 

frequently chosen for gamma camera imaging. 

I-123 decays through electron capture to Te-123 (Laboratoire National Henri 

Becquerel, 2004) and emits a primary γ-ray with an energy of 159.0 keV (abundance 

of 83.3%). The energy of this γ-ray and the relatively short half-life of 13.2 hours make 

I-123 suitable for diagnostic gamma camera imaging. It also has some additional γ-ray 

emissions, tabulated in Table 2-1.  I-123 is routinely used in NM imaging procedures 

to diagnose thyroid abnormalities, cardiac disease and neuroblastomas, which are 

some of the most common solid malignancies found in children (Australian Nuclear 

Science and Technology Organisation, no date; Matthay et al., 2010; Parisi et al., 

2016). Localisation, staging, and follow-up of neuroblastomas in patients can be 

performed with I-123 labelled to metaiodobenzylguanidine (mIBG) (Tang et al., 2000). 

In recent years confidence has also grown in the use of I-123 mIBG to diagnose 

cardiac failure (Gerson et al., 2013; Nakajima et al., 2017). The ability to label mIBG 

with I-131 or I-123 makes it a suitable theragnostic agent (Matthay et al., 2010; 

Silberstein, 2012). 
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Table 2-1: The most prominent decay transitions for I-123 are listed according to the 
nuclear data tables provided by Laboratoire National Henri Becquerel (2004). 

Emissions Energy (keV) 
Abundance 

(photons per 100 
disintegrations) 

γ emission 158.97 83.25 

Range of γ emissions 440.02 – 624.57 2.44 

Range of γ emissions 628.26 – 783.59 0.15 

X-ray emission* 27.48 70.67 

X-ray emission* 31.13 13.16 

X-ray emission* 31.76 2.86 

*Average energy reported 

From Table 2-1, it can be seen that the higher energy γ-emissions of I-123 have a 

relatively low abundance (< 2.5%). However, due to septal penetration and scatter 

detected in the 159 keV photopeak window, these higher energy γ-emissions still have 

a noticeable influence on the image quality and quantification (Dobbeleir, Hambÿe and 

Franken, 1999). I-123 is similarly absorbed in the body as I-131. However, the 

radiation burden from I-123 is much lower than that of I-131 (Bombardieri et al., 2010; 

Matthay et al., 2010; Yordanova et al., 2017) due to the lack of the β--emissions and 

shorter half-life, and is, therefore, a radionuclide of choice for gamma camera imaging. 

The use of a high-energy (HE) collimator for imaging I-131 uptake has been proven to 

be the most suitable choice; however, there is still debate about which collimator 

should be used for imaging I-123. When I-123 is imaged with a medium-energy (ME) 

collimator, it is claimed that quantitative accuracy improves because the ME collimator 

reduces the effect of septal penetration and scatter (Bombardieri et al., 2010) and thus 

produces images with better contrast (De Geeter et al., 1996). Low-energy high 

resolution (LEHR) collimators are preferred when better resolution images are a 

prerequisite; however, scatter and septal penetration correction should then be applied 

(Macey et al., 1986; Dobbeleir, Hambÿe and Franken, 1999; Rault et al., 2007). With 

the growing interest in theragnostic procedures, acquiring images resulting in accurate 

quantification for dosimetry purposes is vital. Selecting the most suitable collimator for 

I-123 imaging would thus be essential for a diagnostic imaging study. Due to the cost 

of collimators, there is a possibility that not every NM practice may have access to 
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both LEHR and ME collimators. It is, therefore, necessary to know the performance 

characteristics of LEHR and ME collimators for I-123 imaging. 

Research in the field of NM requires the handling of radioactivity, with which radiation 

risks are associated. Monte Carlo (MC) simulation software is ideal for circumventing 

the hazards involved in handling radioactive sources and reducing the cost involved 

in repetitive measurements with expensive radionuclides (Zaidi, 1999). The software 

"Simulation of imaging nuclear detectors" (SIMIND) is a MC simulation program that 

can be used to perform detector modelling (Ljungberg and Strand, 1989). This code 

facilitates a detailed study of the highly random radiation transport and the response 

of different gamma camera detectors. With SIMIND, a virtual model of the gamma 

camera detector can be constructed and tested in various scenarios using 

photon-emitting radioisotopes as the source. The characteristics of the modelled 

detector can be adjusted to suit specific needs (Ljungberg, Strand and King, 2012). 

SIMIND also enables the user to study various factors (i.e., attenuation, scatter, 

detector response) that typically influence NM image quality and quantification 

accuracy. 

The SIMIND MC code allows the energy resolution (RE) to be simulated as a constant 

value for the specific photon energy of interest. It is also possible to model the energy 

response of the simulated gamma camera according to the theoretical 

energy-dependent Gaussian function, which varies with 
1

√𝐸𝑛𝑒𝑟𝑔𝑦
. Studies reported by 

Rault et al. (2011) and Ejeh et al. (2019) have shown that this relation is not always 

applicable across all energies. Morphis et al. (2021a) modelled the energy response 

with an energy-dependent function using the relation proposed by Hakimabad, Panjeh 

and Vejdani-Noghreiyan (2007). The authors showed significant improvement for 

high-energy photon emitting isotopes such as I-131, which is essential for accurate 

activity quantification. However, to obtain such an energy model, energy spectra of 

multiple radionuclide sources should be acquired and validated for the gamma camera 

model; some clinics have limited access to a variety of radionuclide sources (with 

energies covering a wide range), and measuring the energy spectra of enough 

radionuclides on a gamma camera to create an energy model may be troublesome. It 

will be more convenient if the intrinsic energy resolution of the gamma camera is 

measured using the isotope of interest and used to model the virtual gamma camera. 
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This option will be considered for I-123 using both the LEHR and ME collimators in 

this study. 

Before the virtually modelled gamma camera can be used to simulate clinical data, the 

gamma camera model must be validated. A successful validation will imply that the 

modelled gamma camera can be used in experimental and clinical simulations – 

eliminating the handling of radioisotopes and the need for physical phantoms. 

This study aimed to validate the SIMIND MC modelled Siemens Symbia gamma 

camera for I-123 SPECT imaging, using both the LEHR and ME collimators and a 

constant RE value.  

Although a similar validation was performed by Morphis et al. (2021b) for I-123, the 

gamma camera was modelled using the energy-dependent energy resolution function 

(Morphis et al., 2021a). In this study, the RE will be modelled using a constant value 

obtained intrinsically with I-123. 

2.2 Materials and Methods 

The modelled gamma camera was validated by comparing measured planar and 

SPECT data acquired with the dual-head Siemens SymbiaTM T16 SPECT/CT gamma 

camera to SIMIND MC simulated data. A single gamma camera detector was used for 

measurements and simulations since acceptance test results indicated that the two 

detectors performed similarly. Three planar validation tests were performed and 

simulated according to performance measurement guidelines published by NEMA 

(National Electrical Manufacturers Association, 2012). The selected validation tests 

evaluate the system's performance regarding intrinsic and extrinsic energy resolution, 

system spatial resolution, and system sensitivity. Similar tests were also used by other 

researchers who reported on validations for gamma cameras for different MC codes 

(Rodrigues et al., 2007; Toossi et al., 2009; Ejeh, van Staden and du Raan, 2019; 

Ramonaheng et al., 2020; Morphis et al., 2021b). SPECT validation was performed 

using a Carlson phantom (Fluke Biomedical, 2005) with image quality inserts to 

compare the measured and simulated SPECT images' uniformity, cold contrast, 

resolution, and linearity. 

In addition to planar and SPECT measurements, computed tomography (CT) images 

were acquired for each experimental setup. A CT scan protocol with a tube voltage of 
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130 kVp was used.  The CT images were reconstructed with a filtered back-projection 

algorithm using a smoothing kernel (as defined by Siemens: B08s) and saved in a 

512 × 512 matrix with a pixel size of 1.27 × 1.27 mm2 and slice thickness of 5 mm.  

The CT images were used for attenuation correction (AC) of SPECT data where 

applicable. The reconstructed transaxial CT slices were also segmented to create 

voxel-based digital models used in the MC simulations. The voxel-based digital 

models were created from the CT data, as explained by Ramonaheng et al. (2020). 

The SIMIND MC code (version 6.1) was used to model the Siemens Symbia gamma 

camera, located at Universitas Academic Hospital (UAH) (Bloemfontein, South Africa). 

The physical gamma camera parameters, such as crystal size, thickness, and 

collimator dimensions, were obtained from the Siemens Symbia T Series specification 

sheet (Siemens Healthcare, 2013) and were defined in SIMIND (relevant parameters 

are listed in Table 2-2). It was decided to use the I-123 intrinsic RE measured on the 

Siemens Symbia gamma camera as input for SIMIND to emulate the RE response of 

the gamma camera. All simulations were performed with a high number of histories to 

ensure datasets with low simulation noise. 

Table 2-2: Gamma camera and imaging parameters as defined in SIMIND. 

Parameter name SIMIND setup 

Crystal material NaI 

Crystal thickness 9.5 mm 

Crystal dimensions 591 x 445 mm2 

Backscatter material H2O 

Backscatter thickness 400 mm 

Intrinsic spatial resolution 
(measured with Tc-99m)* 

3.8 mm 

Collimator LEHR ME 

Hole diameter X 1.11 mm 2.94 mm 

Hole diameter Y 1.28 mm 3.29 mm 

Thickness 24.05 mm 40.64 mm 

Septal thickness 0.16 mm 1.14 mm 

  

The system validation tests were measured and simulated using I-123 with both the 

LEHR and ME collimators. Images were obtained with a 15% energy window centred 

* Obtained from acceptance test results. 
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over the 159 keV photopeak. Planar images were analysed using the freeware 

software ImageJ (Schneider, Rasband and Eliceiri, 2012). All SPECT images were 

reconstructed using the ordered subset expectation maximization (OSEM) 

reconstruction algorithm (Hudson and Larkin, 1994) incorporated in a dosimetry 

software package developed at Lund University (Sjögreen et al., 2005). The 

reconstruction package performs AC using an attenuation map generated from CT 

data (Frey, Humm and Ljungberg, 2012), a scatter correction using the effective 

source scatter estimation (ESSE) proposed by Frey and Tsui (1993), and a collimator 

detector response (CDR) correction that corrects for the geometric response, 

collimator scatter and septal penetration. 

I-123 activity was measured using a Biodex AtomlabTM 500 dose calibrator (Biodex 

Medical Systems, New York, NY, USA). The accuracy of the dose calibrator for I-123 

can be traced to a secondary standard through the National Metrology Institute of 

South Africa (NMISA) in Cape Town, South Africa.  

The percentage differences between measured and simulated results were calculated 

according to equation (2-1). 

Average values of experimental data were obtained from three independent 

measurements.  Where appropriate, simulated and measured spectra distributions 

and images were visually evaluated and compared. 

2.2.1 Gamma Camera Measurements  

2.2.1.1 Energy Resolution 

The intrinsic and extrinsic energy spectra were acquired with the gamma camera for 

I-123.  For the intrinsic energy spectra, a point-like source of I-123 (2.7 MBq) was 

positioned on a Styrofoam block at 125 cm ± 0.5 cm from one of the gamma camera 

detectors, with no collimator fitted. Due to space limitations, the source could not be 

placed five times the camera's field of view away as recommended by NEMA (National 

Electrical Manufacturers Association, 2012). An intrinsic energy spectrum was 

acquired with 30 000 counts in the peak energy channel at 159 keV.  Similarly, extrinsic 

energy spectra were acquired using a point-like source of 181.7 MBq I-123, with the 

Percentage Difference (%) =
Simulated Value - Measured Value

 Measured Value
× 100 (2-1) 
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LEHR and ME collimators fitted consecutively to the gamma camera’s detector. The 

extrinsic energy resolution acquisition setup is depicted in Figure 2-1. 

Using the public domain software ImageJ, a Gaussian function was fitted to the 

159 keV photopeak to determine the full-width at half maximum (FWHM) for the I-123 

photopeak (𝐸) of each energy spectrum.  The RE was calculated using equation (2-2).   

RE values were reported for the intrinsic spectrum as well as for the extrinsic spectra 

acquired with the LEHR and ME collimators. The measured intrinsic RE value was 

further used as input in SIMIND to define the energy response of the gamma camera, 

as explained above. 

2.2.1.2 Planar System Resolution 

The planar system spatial resolution was calculated from images acquired with two 

capillary tubes (1 mm inner diameter), each filled with 27.0 MBq (53.98 MBq/ml) of 

I-123 for both the LEHR and ME collimators. The capillary tubes were placed 100 mm 

apart on a Styrofoam block on the patient bed. Static planar images were acquired in 

a 512 × 512 image matrix with a pixel size of 1.2 × 1.2 mm2 at three different 

source-detector distances of 50 mm, 100 mm, and 150 mm ± 2 mm (see Figure 2-2). 

The images were acquired until 10 000 counts were reached in the peak location of 

each of the line spread functions (LSFs). The three different source-detector distances 

RE (%) =  
FWHM

E 
× 100 (2-2) 

Figure 2-1: Gamma camera setup used for the extrinsic energy resolution acquisitions. 
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allowed for the analysis of the simulation algorithm's ability to model scatter and septal 

penetration correctly.  

Three line-profiles, with widths of 10 pixels (12 mm) each, were drawn perpendicular 

across each image of the capillary tubes. The drawn profiles were equally spaced 

along the length of the capillary tube image to obtain the LSFs. Using ImageJ, a 

Gaussian function was fitted to each LSF, and the FWHM and full-width at tenth 

maximum (FWTM) values were determined from the fitted Gaussian functions. These 

average FWHM and FWTM values determined for the three measurements at different 

distances were reported in units of mm for both collimators. 

2.2.1.3 Planar System Sensitivity  

System sensitivity was obtained by adding 92.84 MBq of I-123 to 10 ml of water in a 

plastic petri dish with an inner diameter of 87 mm. The petri dish was placed on a 

Styrofoam block and positioned 100 ± 2 mm from the collimated detector (Figure 2-3). 

Planar static images with pixel size 2.4 × 2.4mm2 (256 × 256 matrix) were acquired 

with the LEHR and ME collimators fitted, respectively. These images were acquired 

for 4 000 000 counts per image, and the acquisition times for the two collimators were 

noted. The planar images were analysed using ImageJ. The sensitivity value 

(cps/MBq) for each collimator was calculated by using equation (2-3) after applying a 

decay correction (taking into consideration the time-lapse between activity 

Figure 2-2: Gamma camera setup used for the planar system resolution acquisitions. 
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measurement and imaging).  Sensitivity values were obtained for both LEHR and ME 

collimators.  

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 (cps MBq⁄ ) =  
𝑡𝑜𝑡𝑎𝑙 𝑐𝑜𝑢𝑛𝑡𝑠 𝑖𝑛 𝑖𝑚𝑎𝑔𝑒

𝑎𝑐𝑞𝑢𝑖𝑠𝑖𝑡𝑖𝑜𝑛 𝑡𝑖𝑚𝑒 (𝑠) × 𝑎𝑐𝑡𝑖𝑣𝑖𝑡𝑦 (𝑀𝐵𝑞)
 (2-3) 

2.2.2 SPECT Image Quality 

For the SPECT validation, a phantom study was conducted to qualitatively evaluate 

the overall performance of the gamma camera. The cylindrical Carlson phantom 

(Fluke Biomedical, 2005) with inserts was selected for this study. The Carlson 

phantom was designed for periodic performance testing of SPECT and PET systems 

(Fleming et al., 2000; Sadremomtaz and Taherparvar, 2013).  This phantom consists 

of a hollow cylinder with an inner diameter of 203 mm and a height of 318 mm. The 

phantom’s inserts are shown in Figure 2-4 (Fluke Biomedical, 2005) and are designed 

Figure 2-4: Superior view of three Carlson inserts: (a) cold lesion contrast insert, (b) 
hot lesion resolution insert and (c) linearity insert. 

a) b) c) 

Figure 2-3: Gamma camera setup used for the planar system sensitivity acquisition. 
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to test different components of image quality. The phantom was filled with a radioactive 

water solution containing 97.31 MBq of I-123.  

The first insert (a) represents cold (non-radioactive) lesions in a hot (radioactive) 

background and is used to evaluate cold contrast and resolution. Seven acrylic rods, 

with diameters of 5.9, 7.3, 9.2, 11.4, 14.3, 17.9, and 22.4 mm, represent the cold 

lesions. Seven solid spheres of the same diameters as the rods are attached via thin 

supports to the rods. The second insert (b) in the diagram embodies hot lesions 

through nine pairs of holes cut into an acrylic block (thickness of 63.5 mm) separated 

by a distance equal to the diameter of the hole (4.7, 5.9, 7.3, 9.2, 11.4, 14.3, 17.9, 22.4 

and 38.5 mm). This insert is used for the qualitative evaluation of the system's spatial 

resolution. The third insert (c) is used to assess the linearity of the SPECT images. It 

consists of a 50.8 mm thick acrylic block with a crossed grid of channels cut 38.1 mm 

deep into a square pattern. After inserting all three inserts in the cylinder, there is also 

an area in the phantom with no inserts used to evaluate the SPECT images' uniformity. 

SPECT projection images were acquired using a standard clinical imaging protocol 

(step and shoot mode, non-circular orbit of rotation, 64 projections, 40 seconds per 

projection, a matrix size of 128 × 128, and a pixel size of 4.8 × 4.8 mm2). SPECT 

projections of the I-123 filled Carlson phantom were acquired with the LEHR and ME 

collimators, respectively. CT data were acquired following the SPECT acquisition for 

AC and to create a voxel-based phantom for the simulation study. The SPECT 

projection images were reconstructed with the OSEM iterative reconstruction 

algorithm as described previously.  

Five consecutive reconstructed slices in each section (uniform section, cold lesion 

insert, hot lesion insert, and linearity insert) were averaged and analysed qualitatively 

for any significant discrepancies or differences. 

2.2.3 Monte Carlo Simulations 

As explained before, the gamma camera model was defined in SIMIND based on 

specifications and measurements of the physical gamma camera. A voxel-based 

model of each measurement setup and the radioactive concentration defined in a text 

file was used for the SIMIND input. For each validation test, the distance to the 

detector, source activity, and stop conditions were kept identical to the measured 

experimental setup. Additional information regarding the SIMIND setup parameters is 
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given in Appendix A. Image processing and analysis were performed similarly to the 

physical measurements.  

Four datasets were created for each validation test, i.e., the measured and simulated 

LEHR collimator datasets (LEHR-M and LEHR-S) and the measured and simulated 

ME collimator datasets (ME-M and ME-S).   

Results obtained for the different validation tests from the measured (LEHR-M and 

ME-M) and the simulated datasets (LEHR-S and ME-S) were compared and reported. 

2.3 Results 

2.3.1 Gamma Camera Measurements  

2.3.1.1 Energy Resolution 

The measured and simulated energy spectra for the I-123 point-like source in-air are 

compared in Figure 2-5. All graphs were normalised to the photopeak value at 159 keV 

for easy comparison.  The intrinsic energy spectra are shown in Figure 2-5a, with the 

extrinsic data for the LEHR and ME collimators displayed in Figure 2-5b and 5c. The 

figures present the higher energy regions exhibiting low abundances (480 – 580 keV) 

as inserted graphs. Since there is a cut-off of photon energies below 20 keV for the 

Siemens Symbia gamma camera, these energies were not considered and were 

excluded in the display. Good agreement was found regarding the position of the 

photopeaks. Significant differences were observed between the measured and 

simulated energy spectra maxima values at low energy (20-40 keV) values. 
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a) 

Figure 2-5: Average measured (solid line) and simulated (dashed line) I-123 intrinsic (a) and 
extrinsic energy spectra acquired with LEHR (b) and ME (c) collimator, at a source-detector distance 
of 125 cm. 

b) 

c) 
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The FWHM and RE values were calculated for the 159 keV photopeak. The results are 

shown in Table 2-3, along with the percentage differences between the measured and 

simulated data. The measured intrinsic RE value for I-123 was 9.1% compared to the 

simulated intrinsic value of 9.2%.   

Table 2-3: Average measured and simulated I-123 intrinsic and extrinsic resolution 
values obtained for the 159 keV of I-123 with LEHR and ME collimators at a 
source-detector distance of 125 cm. 

 Measured* Simulated % Difference 

Intrinsic Energy Spectra 

FWHM (keV) 14.4 ± 0.03 14.6 1.4 

RE (%) 9.1 ± 0.02 9.2 1.1 

Extrinsic Energy Spectra: LEHR collimator 

FWHM (keV) 14.5 ± 0.04 15.0 3.4 

RE (%) 9.2 ± 0.02 9.5 3.3 

Extrinsic Energy Spectra: ME collimator 

FWHM (keV) 14.3 ± 0.06 14.7 2.8 

RE (%) 9.1 ± 0.04 9.2 1.1 

*average values reported with standard deviation 

The measured intrinsic RE value of 9.1% was used as the input value in SIMIND for 

simulations for the remainder of the study. This choice of energy resolution input 

implies that a constant energy response was simulated for the different energy values 

for the I-123 energy spectra. Simulations with a constant energy response resulted in 

an improved energy resolution at lower energy values (20 – 40 keV), as shown in 

Figure 2-5. 

2.3.1.2 Planar System Resolution 

Figure 2-6 shows the measured and simulated planar system spatial resolution images 

and LSFs obtained for I-123 using the LEHR (Figure 2-6a and Figure 2-6c) and ME 

(Figure 2-6b and Figure 2-6d) collimators. The images and profiles are shown for 

images obtained at a source-detector distance of 100 mm.  
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(a) 
 

  

(b) 
 

  

(c) (d) 

 
 

Figure 2-6: Measured (M) and simulated (S) planar system resolution images 
obtained for I-123 at a source-detector distance of 100 mm with the LEHR (a) and ME 
(b) collimators with the corresponding line spread functions (c) and (d). 
 

The average FWHM and FWTM values obtained from the measured and simulated 

data are shown in Table 2-4 for both collimators, at source-detector distances of 

50 mm, 100 mm, and 150 mm. Good agreement was obtained between the measured 

and simulated FWHM values for both the LEHR and ME collimators. The FWTM 

values for the LEHR collimator show up to 12.1% difference between the measured 

and simulated data, however this is an absolute difference of only 2.3 mm. The ME 

collimator measured and simulated FWTM values had better agreement with 7.1% 

difference (absolute difference of 1.4 mm). 

LEHR-M LEHR-S ME-M ME-S 
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Table 2-4:  Measured (M) and simulated (S) I-123 planar system resolution values 
obtained at 50, 100, and 150 mm with the LEHR and ME collimators. Percentage 
difference (%Diff) between measured and simulated data are also reported. 

 FWHM (mm) FWTM (mm) 

 LEHR-M LEHR-S %Diff LEHR-M LEHR-S %Diff 

50 mm 6.3 ± 0.4 6.1 -3.2 14.6 ± 0.5 13.4 -8.2 

100 mm 8.1 ± 0.1 8.1 0.0 19.0 ± 1.4 16.7 -12.1 

150 mm 10.2 ± 0.1 10.1 -1.0 22.8 ± 0.9 20.1 -11.8 

 ME-M ME-S %Diff ME-M ME-S %Diff 

50 mm 7.8 ± 0.0 8.3 6.4 14.1 ± 0.1 14.9 5.7 

100 mm 11.2 ± 0.0 11.9 6.3 19.6 ± 0.0 21.0 7.1 

150 mm 14.5 ± 0.1 14.9 2.8 25.3 ± 0.1 26.0 2.8 

 

2.3.1.3 Planar System Sensitivity 

The measured and simulated sensitivity values calculated for the LEHR and ME 

collimators are reported in Table 2-5. Table 2-5 shows good agreement between the 

measured and simulated sensitivity values. The measured sensitivity values were 

184.7 ± 0.3 and 121.6 ± 0.2 cps/MBq for the LEHR and ME collimators, respectively. 

The corresponding simulated sensitivity values were 180.4 and 128.0 cps/MBq, 

showing minor differences of 2.3% and 5.3% with the measured values.  

Table 2-5: Average measured (M) and simulated (S) planar I-123 system sensitivity 
obtained with LEHR and ME collimators. 

 

 

 

 

 

The images of the measured and simulated sensitivity acquisitions for the four 

datasets are displayed in Figure 2-7. The measured images shown in Figure 2-7 

indicate that the activity was not evenly distributed in the petri dish during acquisitions. 

The activity distribution for the simulated images were perfectly uniform. This activity 

 Sensitivity (cps/MBq) 
% Diff 

Collimator M* S 

LEHR 184.7 ± 0.3 180.4 -2.3 

ME 121.6 ± 0.2 128.0 5.3 

*Averaged sensitivity values reported with standard deviation 
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distribution differences would however not affect the calculated sensitivity values as 

the total counts in these images are recorded. 

  

  

Figure 2-7: Measured (M) and simulated (S) I-123 planar sensitivity images acquired 
with the LEHR and ME collimators 
 

2.3.2 SPECT Image Quality  

Table 2-6 summarises the images obtained after SPECT reconstruction of the 

measured and simulated Carlson phantom projection data using the LEHR and ME 

collimators. Transaxially reconstructed slices of the uniform section, cold lesion 

contrast insert, hot lesion resolution insert, and linearity insert are shown for the 

LEHR-M, LEHR-S, ME-M, and ME-S datasets. Visually, the reconstructed image 

slices obtained from the measured and simulated datasets compared well for the 

LEHR as well as the ME collimator (Table 2-6). 

 

 

 

LEHR-M LEHR-S 

ME-M ME-S 
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Table 2-6: The reconstructed images of the uniformity section, cold lesion contrast, 
hot lesion resolution and linearity inserts of the Carlson phantom for LEHR and ME, 
measured (M) and simulated (S) datasets. 

 

Uniform 

Section 

Cold lesion 

contrast  

Hot lesion 

resolution 

Linearity 

insert 

LEHR-M 

 

   

LEHR-S 

 

   

ME-M 

 

   

ME-S 

 

   

 

2.4 Discussion 

2.4.1 Gamma Camera Measurements 

2.4.1.1 Energy Resolution 

In this study, the energy resolution was modelled with a constant energy response. 

Figure 2-5 a, b, and c show good agreement between the simulated and measured 

I-123 energy spectra for the intrinsic and extrinsic data. The intrinsic energy resolution 

compared very well, with only a 1.1% difference between the measured and simulated 

energy resolution values. 

Low energy emissions are visible at 27-31 keV on all energy spectra. The individual 

low energy photopeaks (27.2, 27.5, 31.1 and 31.8 keV) could not be resolved due to 

the limited energy resolution of the gamma camera. The slight energy offset between 
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the measured and simulated spectra at these low energy photopeaks can be attributed 

to the non-linear energy response of the detector to Compton and photoelectric 

events, which was not considered in the simulations (Cherry, Sorenson and Phelps, 

2012). This occurrence was also reported by Ramonaheng et al. (2020) for Lu-177. 

The significant difference in amplitude between the measured and simulated 

27-31 keV photopeak for all three scenarios can be attributed to the energy response 

of the gamma camera that is not constant across all energies, as well as the 

normalisation of the graphs. The simulated spectra at energies below 159 keV are 

thus emulated with a better energy resolution than what was obtained in the measured 

data.  For this reason, the amplitude of the simulated low energy photopeak 

(27-31 keV) exceeds that of the measured data. The simulated peak shows a slightly 

better energy resolution value for all three scenarios for the low energy emissions. 

Due to the improved energy resolution at lower energy values, the simulated energy 

spectra for the LEHR and ME collimators also show the contribution of the lead escape 

x-rays at ±75 keV (Cherry, Sorenson and Phelps, 2012). The simulation of these lead 

x-rays is essential to accurately reproduce experimental data below 100 keV. There is 

a notable difference between the measured and simulated intrinsic spectra between 

55 keV and 130 keV. The reason for this is the backscatter of the 159 keV photons 

originating from the second detector, which is present during gamma camera 

measurements but absent during simulations. The second detector can also contribute 

to more characteristic lead x-rays. This difference is not seen for the extrinsic energy 

spectra due to the collimation that limits the contribution of backscatter and 

characteristic lead x-rays from the second detector. 

The inserted graphs in Figure 2-5 show good agreement between the measured and 

simulated data for the high energy photons (480 – 580 keV) in the intrinsic and extrinsic 

spectra.  The extrinsic energy spectra demonstrate a more prominent presence of the 

high energy photons with the LEHR collimator compared to the ME collimator (Figure 

2-5b and 5c). The LEHR simulated profile has a poorer energy resolution at these high 

energies than the measured data.  The gamma camera was modelled in SIMIND with 

a constant energy resolution response using the energy resolution measured for the 

159 keV photopeak of I-123. Therefore, it is assumed that the energy resolution at all 

energies is the same, however it is known that the energy response of the detector is 

not linear (Cherry, Sorenson and Phelps, 2012).  
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The ME simulated and measured data show better agreement in the 480-580 keV 

range, even considering the slightly poorer energy resolution of the simulated data.  

Due to the design of the collimators, more septal penetration occurs in the LEHR 

collimator than in the ME collimator. The small differences between the amplitudes of 

the measured and simulated spectra in the high energy region can be attributed to the 

normalisation of the energy spectra at 159 keV and the non-linear energy response of 

the detector at these high energy values.  

All graphs showed a good correlation between the measured and simulated data for 

the 159 keV photopeak area. This is also confirmed with the calculated FWHM and 

energy resolution values reported in Table 2-3. 

The largest difference (3.4%) in the energy resolution value was obtained for the LEHR 

collimator. The ME collimator presented slightly better energy resolution than the 

LEHR collimator (< 2% difference between ME and LEHR simulated energy 

resolution). This can be attributed to the contribution of septal penetration and scatter 

of the high energy photopeaks in the LEHR collimator which was removed with the 

ME collimator. 

2.4.1.2 Planar System Resolution 

The LEHR collimator resulted in better FWHM and FWTM values than the ME 

collimator for the measured and simulated images. Both collimators showed increased 

FWHM and FWTM values (i.e., poorer resolution), when increasing the 

source-detector distance. This was expected due to the design of the collimators.  

The measured and simulated FWHM spatial resolution results for the LEHR images 

compare well, with no difference at 100 mm. Similarly, good agreement was obtained 

between the measured and simulated FWHM values reported for the ME collimator 

(respective values of 11.2 mm and 11.9 mm at a source-detector distance of 100mm). 

These values compared well with literature reported I-123 spatial resolution values for 

the ME collimator. De Geeter et al. (1996) reported a FWHM of 11.1 mm for a Siemens 

Orbiter 3700 detector fitted with a ME collimator. The simulated FWHM values 

reported by Morphis et al. (2021b) compared well with these results. 

The FWTM values showed discrepancies between the measured and simulated 

results obtained for the LEHR collimator, similar to what was obtained by Morphis et 

al. (2021b) . A difference of up to 12.1% was obtained at a source-detector distance 
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of 100 mm.  Considering the LSFs shown in Figure 2-6c, the tail ends of the LSFs for 

the LEHR collimator were elevated compared to the ME LSFs. This can be explained 

by the presence of septal scatter and penetration when imaging I-123 using the LEHR 

collimator. The presence of septal interaction is slightly different in the simulated 

images compared to the measured images, confirmed by the percentage differences 

obtained for the FWTM values. These percentage differences are due to the 

simulations performed with a constant energy resolution, in addition to assuming a 

non-linear energy response. This resulted in the incorrect modelling of the energy 

resolution in the high energy range and the septal penetration is therefore not 

modelled correctly. The ME collimator showed a better comparison between 

measured and simulated FWTM results, with a percentage difference not exceeding 

7.1%. It should be noted that the measurement of FWTM in the presence of septal 

scatter and penetration can be challenging and therefore, the FWTM is often not 

reported in these comparisons (Autret et al., 2005). 

Measured and simulated images obtained with the ME collimator show the distinct 

collimator hole pattern that is not visible with the LEHR collimator. 

2.4.1.3 Planar System Sensitivity 

The accuracy of the sensitivity calculation is strongly dependent on the accuracy of 

the dose calibrator. During the sensitivity measurements, a correction factor was 

incorporated that was obtained from calibration measurements performed by the 

National Metrology Laboratory of South Africa, and it was found that the dose 

calibrator underestimated the I-123 activity by 1.4%. This was taken into account when 

calculating the sensitivity.  

The measured and simulated sensitivity values compared well for both the LEHR and 

ME datasets, with the largest difference (5.3%) obtained for the ME collimator. This 

difference was comparable to what was found by Morphis et al. (2021b) who used a 

fitted energy resolution model in the simulations. The larger sensitivity values 

measured and simulated for the LEHR collimator are due to the collimator design. 

However, between the measured and simulated data, there is only a 2.3% difference. 

The images show more septal penetration for the LEHR collimator than for the ME 

collimator, as is expected. The comparison of the sensitivity values between the 

measured and simulated data is acceptable.  
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2.4.2 SPECT Image Quality 

The reconstructed simulated and measured I-123 LEHR and ME images visually 

compared well. Minor differences in the measured and simulated images of the cold 

lesion and hot lesion sections were noted.  

In both the LEHR-M and LEHR-S reconstructed images obtained through the cold 

lesion section, the five largest rods (22.4 mm – 9.2 mm diameter) were visible. The 

7.3 mm rod was partially visible in the LEHR-M image but not in the LEHR-S image. 

The measured and simulated images obtained of the hot lesion and linearity inserts 

compared well for both collimator datasets. It is crucial to take into consideration that 

the voxel-based phantom created from the CT images of the Carlson phantom has 

resolution limitations that might affect the resolution of the simulated SPECT images.  

It can be concluded from the reconstructed simulated I-123 LEHR and ME images 

shown in Table 2-6 that the gamma camera is well modelled.  

2.5 Conclusion 

This study shows that the SIMIND MC code can accurately simulate I-123 images 

obtained with both the LEHR and ME collimators in terms of energy spectra, system 

spatial resolution, system sensitivity, and realistic source distributions using a fixed 

energy resolution. The results agreed well with the results obtained by 

Morphis et al. (2021b) who used a fitted energy resolution model for generating the 

modelled gamma camera in SIMIND. Our simulation model can be deemed validated 

regarding modelling the intrinsic and extrinsic energy spectra with differences between 

measured and simulated RE values of no more than 3.4%. The spatial resolution for 

both collimators compared well with a maximum percentage difference between 

measured and simulated FWHM values of 3.2% for the LEHR collimator and 6.4% for 

the ME collimator. The FWTM values showed a larger difference, but as mentioned 

before, the calculation of FWTM in the presence of septal scatter and penetration can 

be challenging. The planar sensitivity results were also acceptable, indicating that 

evaluation of quantification studies can be conducted with confidence. 

Throughout, the measured planar test results presented with an acceptable small 

standard deviation. Overall, the virtual model of the gamma camera presented to be 

accurate when simulating planar images with either collimator.  
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The visual comparisons done between the reconstructed LEHR and ME collimated 

SPECT images proved to be a suitable method to perform validation of the simulation 

model.  

Based on the good agreement between the measured and simulated results of the 

planar validation tests and the acceptable visual comparison of the SPECT images, it 

can be concluded that the SIMIND modelled gamma camera can be used for 

simulation of I-123 images using the LEHR and ME collimators. Simulated planar and 

SPECT I-123 images can thus be used for further evaluation of acquisition and 

processing protocols of typical NM procedures. 
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Abstract 

The study aimed to optimise the reconstruction of Monte Carlo I-123 SPECT studies 

acquired with LEHR and ME collimators. Firstly, the OSEM SPECT reconstruction 

parameters were optimised in terms of count density recovery, image noise, contrast 

and resolution. Secondly, the influence of different SPECT corrections (attenuation, 

scatter, geometric collimator-detector response (CDR) and CDR including septal 

scatter and penetration) was evaluated. The image quality parameters noise and 

contrast were quantitatively analysed, whereas resolution was qualitatively analysed. 

The reconstruction variables in this study were the number of iterations and the 

combinations of SPECT corrections. A validated SIMIND MC gamma camera model 

was used to simulate I-123 images of spheres ranging in size from 15 mm to 60 mm 

in a water-filled phantom, as well as a Carlson image quality phantom. All simulations 

were performed with LEHR and ME collimators. The sphere projections were 

reconstructed with an increasing number of effective iterations (keeping a constant 

number of subsets) to evaluate the recovery of the count density for the two 

collimators. The image quality phantom was reconstructed with varying equivalent 

iterations (EI) and SPECT corrections (attenuation, scatter and collimator-detector 

response) to optimise the image quality for both LEHR and ME collimators.  

More than 90% count density recovery was obtained with 64 EI for both collimator 

datasets and spheres of 45mm and 60mm diameters. The %Recovery and noise 

reached convergence for all spheres at 64 EI. By implementing CT-based attenuation, 

scatter, and CDR corrections along with the 64 EI, the image quality of LEHR and ME 

images were equivalent, with a %𝑅𝑀𝑆 and contrast difference of 0.8% and 1.8%, 

respectively.  

3.1 Introduction 

Theragnostics in Nuclear Medicine (NM) (Frangos and Buscombe, 2019) is the 

process when a diagnostic agent is applied as a surrogate for a therapeutic agent 

(Ahn, 2016). It has been decided, quite recently, to use the standard term 

"radiopharmaceutical therapy" (RPT) when referring to theragnostics, molecular 

radiotherapy or similar forms of treatment (Wahl, Ahuja and Clarke, 2021). This 

emerging field of medicine is invaluable for the advancement of personalised 

medicine; it enables the localisation of the disease, helps determine if a patient will 
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benefit from the planned treatment, and monitors the patient's response to treatment 

(Yordanova et al., 2017). By directly targeting the malignant cells with the 

radiopharmaceutical, the associated radiation risks to the patient and the medical 

costs related to the therapy may be reduced.  

The diagnostic and therapeutic agents used in RPT are usually the same 

pharmaceutical labelled to isotopes of the same element, such as iodine-123 (I-123) 

and iodine-131 (I-131). Iodine radioisotopes are often labelled with 

metaiodobenzylguanidine (mIBG) to evaluate neuroendocrine tumours (Bombardieri 

et al., 2010). Studies have also shown that I-123 mIBG is useful in the diagnosis and 

prognosis of cardiac illness (Chen et al., 2006). With the increased use of these iodine 

radioisotopes for theragnostic purposes, accurate image quantification is vital to attain 

accurate dosimetry.  

I-123 is frequently used for single-photon emission computed tomography (SPECT). 

It decays by electron capture and emits 159.0 keV gamma rays with an 83.3% 

abundance, which is well suited for gamma camera imaging. I-123 has characteristic 

x-ray emissions ranging from 27.2 keV to 31.8 keV and some low-abundance of 

high-energy gamma emissions present at 440.0 – 624.6 keV (2.4% abundance) and 

628.3 – 783.6 keV (0.1% abundance) (Laboratoire National Henri Becquerel, 2004) 

The radionuclide's half-life of 13.2 hours makes it ideal for thyroid uptake imaging, 

keeping to the 24-hour imaging time-point. I-123 also has a significantly reduced 

radiation burden compared to I-131, primarily due to the lack of 𝛽−emissions (Matthay 

et al., 2010). SPECT studies using I-123, with its primary 159 keV photon emission, 

have shown that acquiring projection images with either the low-energy high resolution 

(LEHR) or medium-energy (ME) collimator is viable. However, acquired images have 

distinct characteristics; the LEHR collimator produces images with higher resolution 

(Macey et al., 1986; Dobbeleir, Hambÿe and Franken, 1999; Rault et al., 2007), while 

the ME collimated images have superior quantitative accuracy due to the collimator's 

thicker septa, which reduces penetration from the high energy emissions 

(440.0 – 624.6 keV) (De Geeter et al., 1996). The choice of the collimator can depend 

on the clinical need, the type of study that needs to be performed (Brown, 2018) and 

the resources at hand.  

https://www.sciencedirect.com/topics/medicine-and-dentistry/gamma-camera
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The two-dimensional SPECT projection images are reconstructed to create 3D 

images, which add a depth factor to the radioactivity distribution (Bruyant, 2002). One 

widely used reconstruction algorithm is the iterative ordered subset expectation 

maximization (OSEM) algorithm (Hudson and Larkin, 1994). OSEM can  compensate 

for the physical image degrading factors such as attenuation (Frey, Humm and 

Ljungberg, 2012), Compton scatter and CDR (Frey and Tsui, 1996; Ogawa, 2004; 

Söderberg et al., 2012). These image degrading factors influence the quantitative 

information obtained from the SPECT images; thus, the factors must be adequately 

corrected for.  

CDR can compensate for the geometric response of the detector as well as collimator 

septal penetration and scatter using pre-calculated kernels simulated with Monte Carlo 

(MC) software. CDR kernels are obtained by simulating a point-source in air at various 

distances from the detector and collimator (Minarik, Sjögreen Gleisner and Ljungberg, 

2008).  

Another critical factor to consider during OSEM reconstruction is the number of 

equivalent iterations (EI) (subset × iterations), also referred to as OSEM updates, 

used. The reconstructed image is updated after a single subset (grouping) of 

projections has been processed. Once all subsets have been processed (i.e. multiple 

updates of the reconstructed image have taken place), a single iteration has been 

performed (Hudson and Larkin, 1994; Hesse et al., 2005; Söderberg et al., 2012). The 

number of subsets determines the reconstruction time, and the number of equivalent 

iterations determines image quality components such as noise and contrast (Hutton, 

Hudson and Beekman, 1997; Leong, Kruger and O'Connor, 2001; Brambilla et al., 

2005). Using a low number of iterations will result in images with lower noise levels 

but with poor contrast (Seret, 2006). The number of EI have to be selected carefully 

by considering the imaging study and the clinical scenario (i.e., computation strength, 

available time).  

Hesse et al. (2005) has stated that a minimum of two iterations is viable for OSEM 

reconstructions. Seret (2006) concurred with the sentiment and recommended that 

eight subsets be used when it comes to myocardial perfusion imaging. Hawman et al. 

(2014) stated that the number of subsets used during OSEM reconstruction should be 

less than a quarter of the number of projections. In an I-123 study by Niñerola-Baizán 
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et al. (2018), eight subsets with iterations ranging from 1 to 30 were used in 

dopaminergic neurotransmission SPECT studies.They proposed that an EI ranging 

between 48 and 128 should be used. An EI number must be selected to balance the 

processing time and the noise present in the final images. To summarise, optimising 

the reconstruction parameters (EI) of I-123 SPECT images acquired with either the 

LEHR or ME collimators makes it possible to find equal ground between image quality 

and quantification accuracy. Performing optimisation of image reconstruction requires 

that several scenarios and phantoms be analysed. MC simulation is a useful tool for 

such a study since the acquisition of multiple phantom studies and handling of 

radioactivity can be limited. A variety of activity concentrations and phantom 

geometries can easily be mimicked with MC simulation studies.  

MC simulation studies have been established as a reliable tool for medical physicists 

to use in the research domain of NM. The applications of MC simulations have steadily 

increased since an article was published in 1976 (Raeside, 1976), which expanded on 

the principles of MC simulations and applications in medical physics. With modern 

computational strength, the growth in the interest of applying MC simulations in NM 

imaging problem solving has been exponential. MC techniques have been used 

extensively to simulate random processes (interactions) and quantify parameters that 

are otherwise too difficult/impossible to calculate through experimental measures 

(Zaidi, 1999). MC simulations can accurately model the stochastic nature of radiation 

emissions, the transport of radiation through matter, and the detection of emissions by 

a tomographic system. Authors have used MC codes to characterise the design of 

gamma camera collimators (Macey et al., 1986; Razavi et al., 2017), assess SPECT 

and planar image quality (Rault et al., 2007; Holen, Vandenberghe and Staelens, 

2008) and evaluate the role of various corrections on quantification accuracy  

(Ljungberg and Strand, 1990; Dewaraja et al., 2002; Kalantari, Rajabi and Saghari, 

2011; Kangasmaa, Sohlberg and Kuikka, 2011; Asl, Sadremomtaz and Bitarafan-

Rajabi, 2013). MC simulations have also been incorporated to optimise acquisition 

and reconstruction parameters (Brown, 2018) of SPECT images. 

The purpose of this study was to optimise and compare the OSEM iterative 

reconstruction algorithm for I-123 LEHR and ME collimated SPECT images using MC 

studies. Two objectives were identified to achieve this aim: (i) The OSEM SPECT 

reconstruction parameters were optimised in terms of count density recovery, image 



 

3-5 
 

noise, contrast and resolution. (ii) The influence of SPECT corrections on LEHR and 

ME I-123 images was evaluated by comparing the image quality of LEHR and ME 

SPECT corrected images. 

3.2 Materials and Methods  

Version 6.1 of SIMIND MC code was used to create a virtual model of the Siemens 

Symbia gamma camera located at Universitas Academic Hospital (Bloemfontein, 

South Africa). The simulation parameters and gamma camera design were identical 

to those used and validated in Chapter 2. All images in this study were simulated 

using the SIMIND MC software. 

Voxel-based digital models were created by segmenting pre-acquired CT images 

(5 mm slice thickness) of a water-filled cylindrical Carlson phantom (internal diameter: 

203 mm and height: 318 mm) (Fluke Biomedical, 2005), as explained by Ramonaheng 

et al. (2020). A registered attenuation map was derived from the CT data of the 

phantom and used to correct for photon attenuation in the SPECT image. 

Spheres with volumes (and their corresponding diameters) of 1.8 ml (15 mm), 14.1 ml 

(30 mm), 47.7 ml (45 mm) and 113.1 ml (60 mm) were digitally added individually to 

the segmented cylinder phantom using ITK Snap (Yushkevich et al., 2006) to generate 

four digital voxel-based models (see Figure 3-1). These will be referred to as the 

Cylinder phantoms.  

Secondly, a digital voxel-based model of the cylindrical Carlson phantom (Fluke, 2005) 

with specifically designed inserts to evaluate image quality was also used in this study 

(Figure 3-2). The Carlson phantom was designed for periodic performance testing of 

SPECT and PET systems (Fleming et al., 2000; Sadremomtaz and Taherparvar, 

2013). In this study, we will refer to the digital voxel-based model of the Carlson 

phantom with all fitted inserts as the Image quality (IQ) phantom. 

SPECT projection images of the four Cylinder phantoms, each with a different sphere 

size, and the IQ phantom were simulated for I-123 using the LEHR and ME collimator 

sets incorporated in the validated SIMIND gamma camera model. A 15% energy 

window was centred over the 159 keV photopeak, and a standard imaging acquisition 

protocol was used to set up the simulation parameters for SIMIND. Poisson noise was 
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added during simulations, and the projections were simulated with a high number of 

histories (> 1 billion). 

The simulated SPECT projection images were reconstructed using a software 

package developed at Lund University (Sjögreen et al., 2005). The software employs 

the OSEM iterative reconstruction as discussed before, and includes a CT-based 

density map attenuation correction, ESSE scatter correction and a CDR correction 

compensating for the detector's geometric response, as well as septal penetration and 

scatter. 

The reconstructed images were analysed using the public domain software Amide 

(Loening and Gambhir, 2003) to obtain image count statistics such as mean, total and 

standard deviations of the count density, as well as the number of fractional voxels in 

a volume of interest (VOI). The software, Amide, assigns a weight to each voxel 

determined by its contribution to the total VOI, and the sum of the voxel weights is then 

referred to as fractional voxels in the VOI. 

3.2.1 Optimisation of OSEM Reconstruction Parameters 

An optimised image reconstruction protocol is required for accurate image 

quantification. In this study, the influence of the OSEM reconstruction parameters 

(number of EI) on image count density recovery, as well as percentage root mean 

square (%𝑅𝑀𝑆) as a measure of image noise was determined for reconstructed MC 

simulated images of the Cylinder phantom with radioactive spheres in a cold 

background. Furthermore, the IQ phantom was used to evaluate the influence of the 

number of EI and different correction algorithms on the following image quality 

parameters: uniformity, contrast, resolution, and linearity. 

3.2.1.1 Recovery of Spherical Source Count Density in the Cylindrical 

Phantom 

I-123 activity (0.17 MBq/ml) was allocated to each sphere in the four Cylinder 

phantoms (Gilland et al., 1994). SPECT images (64 projections) were simulated in 

step-and-shoot mode with a non-circular orbit of rotation (Todd-Pokropek, 1983), an 

equivalent of 40 seconds acquisition time per projection was used, a matrix size of 

128 × 128 and pixel size of 4.8 × 4.8 mm2. The acquisition setup is shown in Figure 
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3-1. The SPECT projections were simulated for each of the four phantoms using both 

the LEHR and ME collimators.  

The sphere datasets were reconstructed using the OSEM iterative reconstruction 

algorithm as discussed. Attenuation, scatter and full CDR corrections were 

incorporated as part of the reconstruction process, 

A series of reconstructed datasets were created for each phantom and collimator, with 

a fixed number of subsets (eight) and a varying number of iterations (ranging from 2 

to 10). This resulted in the number of EI ranging from 16 to 80. A fixed number of 

subsets was used as proposed by Matsutomo et al. (2015). 

VOIs corresponding to the physical size of each sphere was used to obtain the count 

statistics with Amide. The recovery of the count density was calculated using equation 

(3-1), 

 𝑅𝑒𝑐𝑜𝑣𝑒𝑟𝑦 =
𝑚𝑒𝑎𝑛×𝑓𝑟𝑎𝑐𝑡𝑖𝑜𝑛𝑎𝑙 𝑣𝑜𝑥𝑒𝑙

𝑣𝑜𝑙𝑢𝑚𝑒 (𝑚𝑙)
 (3-1) 

 

with 𝑚𝑒𝑎𝑛 referring to the mean count density in the VOI, 𝑓𝑟𝑎𝑐𝑡𝑖𝑜𝑛𝑎𝑙 𝑣𝑜𝑥𝑒𝑙 as defined 

before and 𝑣𝑜𝑙𝑢𝑚𝑒, the known volume of the sphere. The 𝑅𝑒𝑐𝑜𝑣𝑒𝑟𝑦 was normalised 

to the overall maximum value obtained across all VOI sizes (Ljungberg et al., 2016) 

and reported as "percentage recovery" (%Recovery).  

Typically, noise is evaluated by assessing the change in the noise level within a 

uniform area of a single slice, using the %𝑅𝑀𝑆 (Leong, Kruger and O'Connor, 2001; 

Brambilla et al., 2005). However, Ramonaheng et al. (2021) evaluated the change in 

noise due to inherent OSEM probabilities by comparing the %𝑅𝑀𝑆 values obtained 

Figure 3-1: Acquisition setup of the cylindrical phantom  
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for spherical objects.  As proposed by Ramonaheng et al. (2021), the noise levels in 

each sphere were evaluated using the %𝑅𝑀𝑆 defined in equation (3-2). Morphis et al. 

(2021) used the term relative standard deviation instead of %𝑅𝑀𝑆. 

 %𝑅𝑀𝑆 =
𝑆𝑡𝑑𝐷𝑒𝑣

𝑚𝑒𝑎𝑛
× 100 (3-2) 

 

In equation (3-2) 𝑆𝑡𝑑𝐷𝑒𝑣 and 𝑚𝑒𝑎𝑛 are the standard deviation and mean count 

density of the reconstructed counts within the spherical VOI. As indicated by Sjögreen 

et al. (1996), the %𝑅𝑀𝑆 is an estimate of reconstructed noise and should not be 

considered as a true representation of noise in an image. The OSEM SPECT 

reconstruction algorithm used in this study includes a CDR correction which results in 

so-called Gibbs artefacts (Liu and Farncombe, 2007; Kangasmaa, Sohlberg and 

Kuikka, 2011), which will influence the %𝑅𝑀𝑆 values (Ljungberg et al., 2016; Morphis 

et al., 2021).  

The normalised recovered counts and the %𝑅𝑀𝑆 values were plotted as a function of 

the EI per sphere size for both collimators (LEHR and ME). 

3.2.1.2 Image Quality Phantom 

Image quality was evaluated as part of the optimisation of the OSEM reconstruction 

algorithm using the Carlson phantom with the image quality inserts (IQ phantom). The 

three inserts, each designed to test a feature of image quality, is shown in Figure 3-2 

(Fluke Biomedical, 2005). 

The IQ phantom was described in Chapter 2. The SPECT cold contrast was evaluated 

using insert (a) by calculating the contrast of the largest rod (22.4 mm diameter) in the 

Figure 3-2: Diagrams of the superior view of three Carlson inserts: (a) cold lesion 
contrast insert, (b) hot lesion resolution insert and (c) linearity insert 

a) c) b) 
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centre of the phantom.  With the second insert (b), the system's spatial resolution was 

evaluated qualitatively by comparing the detectability of the nine hot hole pairs (4.7, 

5.9, 7.3, 9.2, 11.4, 14.3, 17.9, 22.4 and 38.5 mm) in a cold background. The third insert 

(c), consisting of a 50.8 mm thick acrylic block with a crossed grid of channels cut 38.1 

mm deep into a square pattern enabled us to assess the linearity of the SPECT 

images.  The insert-free area in the IQ phantom was used to assess the SPECT 

uniformity qualitatively. 

SPECT projections of the IQ phantom were simulated with an equivalent of 833.3 MBq 

of activity (I-123) and an acquisition time of 120 s per projection to ensure good count 

statistics. A 15% energy window was centred over the 159 keV I-123 photopeak. The 

same imaging parameters were used in the simulation as for the cylinder phantom 

(i.e., 64 SPECT projections, matrix size of 128 × 128, step-and-shoot mode with a 

non-circular orbit of rotation). Two SPECT projection datasets were simulated using 

the modelled Siemens Symbia gamma camera fitted with a LEHR and ME collimator 

respectively. 

The IQ phantom projections were processed using the same reconstruction procedure 

as described above for the Cylindrical phantoms. Reconstructed datasets were 

therefore generated for the different EI, ranging from 16 to 80, for each collimator. For 

each dataset, five consecutive reconstructed slices were summed in each section of 

the phantom (uniform, cold lesion, warm lesion and linearity sections) to provide good 

count statistics in the images for comparison and evaluation.  Each section of the 

reconstructed datasets was analysed, and the following parameters were reported: 

uniformity, contrast, resolution, and linearity. 

i Uniformity Section 

A five-pixel wide intensity profile was drawn across the summed reconstructed slices 

through the uniform section of the IQ phantom for the different OSEM EI reconstruction 

datasets to obtain line spread functions (LSFs) for evaluation of the uniformtiy.  These 

LSFs were plotted on a graph for each collimator and visually compared with one 

another.   

A circular region of interest (ROI) with a diameter of 75% of the physical phantom was 

drawn centrally on the summed reconstructed images. The %𝑅𝑀𝑆 value in each of 

the ROIs for the different reconstruction datasets was calculated using equation (3-2). 
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ii Cold Lesion Contrast Insert 

A two-pixel wide intensity profile was drawn across the summed image where the cold 

rods were visible to evaluate the cold lesion contrast in the images.  The profile was 

drawn to intersect the largest rod (diameter 22.4 mm) in the centre of the image, 

excluding all the other rods. This was repeated for the different OSEM EI 

reconstruction datasets for both collimators and the LSFs were plotted and compared. 

Cold contrast for the largest rod was calculated using equation (3-3) (IAEA, 2009). A 

small circular ROI (diameter = 3 pixels) was drawn on the cold rod to obtain the mean 

count density over the cold rod (𝑅𝑚𝑒𝑎𝑛). The ROI was copied to the warm surroundings 

and the background activity-filled area's mean count density (𝐵𝑚𝑒𝑎𝑛) was calculated. 

 

contrast (%) =
(𝐵𝑚𝑒𝑎𝑛 − 𝑅𝑚𝑒𝑎𝑛)

(𝐵𝑚𝑒𝑎𝑛 + 𝑅𝑚𝑒𝑎𝑛)
× 100 

(3-3) 

 

iii Hot Lesion Resolution Insert 

For the hot lesion resolution evaluation, a two-pixel wide intensity profile was drawn 

across the summed slices of the hot lesion insert through the radioactive regions 

formed by the eight hole-pairs visible in the V-pattern (see dashed line in Figure 3-2 

b). The profiles obtained for the different OSEM update reconstruction datasets were 

compared graphically to evaluate the resolution qualitatively. 

iv Linearity Insert  

The summed slices of the linearity section of the IQ phantom were visually compared 

for the different OSEM EI reconstruction datasets. 

Based on the results obtained from the count recovery and image quality parameters 

an optimal EI reconstruction combination was selected and used in the next section of 

the study. 

3.2.2 Influence of SPECT Corrections on Image Quality 

The images simulated with the Carlson IQ phantom were reconstructed using the 

OSEM iteration and subset combination as recommended from the results obtained in 

section 3.2.1. The image reconstruction was repeated four times for each collimator 

dataset, incorporating the different correction techniques to demonstrate the effect of 

each correction on the images. The image reconstruction was performed with (i) only 

the CT-based attenuation correction (A); (ii) the attenuation and ESSE scatter 
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corrections (A-S); (iii) the attenuation, scatter and geometric CDR corrections 

(A-S-Geo) and (iv) the attenuation, scatter and CDR corrections taking into 

consideration the geometric effect, as well as collimator septal penetration and scatter 

(A-S-CDR). The images were analysed for the different phantom sections as indicated 

in section 3.2.1.2. Results obtained for the LEHR and ME datasets were compared. 

3.3 Results  

3.3.1 Optimisation of OSEM Reconstruction Parameters 

3.3.1.1 Recovery of Spherical Source Count Density in the Cylindrical 

Phantom 

To establish the relationship between the number of EI used in the OSEM 

reconstruction and the effects on recovered count density in the OSEM reconstruction, 

the change in %Recovery and %𝑅𝑀𝑆 was measured inside each sphere as a function 

of increasing EI. The %Recovery and %𝑅𝑀𝑆 values for the different sphere sizes were 

plotted as a function of the EI used in the OSEM reconstruction of the different datasets 

(Figure 3-3). Figure 3-3(a) and Figure 3-3(b) show the results for the hot spheres in a 

cold background for the LEHR and ME collimator datasets, respectively. The vertical 

Figure 3-3: Percentage recovered count density (%Recovery) (solid lines) and 
Percentage root mean square (%RMS) (dashed lines) as function of OSEM equivalent 
iterations for (a) the LEHR and (b) the ME collimator. Results are shown for different 
sphere diameters filled with activity in a cold background. Inserted image shows ROI 
placement. 
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dashed lines in Figure 3-3 a) and b) indicate the optimised number of effective 

iterations. 

Figure 3-3 shows that the %Recovery for the three largest spheres reaches 

convergence (approaching an asymptote) faster than the smallest sphere. For the 

LEHR dataset (Figure 3-3a), 16 EI results in more than 90.0% count recovery for the 

45 mm and 60 mm diameter spheres. Figure 3-3a also shows that the 30 mm sphere 

achieves a 90.2% recovery at 40 EI, whereas the 15 mm sphere only reaches a 

maximum of 88.2% at the highest number of EI (80). 

In the ME dataset, only the 60 mm diameter sphere has more than 90% recovery at 

16 EI (Figure 3-3b). The 45 mm sphere in the ME collimator data recovers 90.2% at 

40 EI while the 30 mm and 15 mm spheres recover a maximum of 88.0% and 70.3%, 

respectively, at 80 EI. 

Literature states that with an increase in the number of iterations, the noise in the 

image will also increase (Brambilla et al., 2005; Seret, 2006; Dewaraja et al., 2012). 

Therefore, the %𝑅𝑀𝑆 values were also investigated. The LEHR and ME datasets 

indicate that the %𝑅𝑀𝑆 for the 45 mm and 60 mm spheres steadily decrease as the 

EI increase (Figure 3-3). At 80 EI the %𝑅𝑀𝑆 for the 60 mm sphere is 35% for both of 

the LEHR and ME datasets. The 45 mm sphere has a %𝑅𝑀𝑆 value of 40.5% (LEHR) 

and 38.0% (ME) after 80 EI. In Figure 3-3a the %𝑅𝑀𝑆 of the LEHR 30 mm sphere 

follows the same declining trend as the two larger spheres of the same dataset, though 

at a higher level (the %𝑅𝑀𝑆 value decreases from 58% to 51% when moving from 16 

to 80 EI). Figure 3-3b shows the 30 mm sphere's %𝑅𝑀𝑆 value for the ME collimator 

also displays a decreasing trend for the %𝑅𝑀𝑆. The %𝑅𝑀𝑆 for the 30 mm sphere 

decreases from 61.4% (24 EI) to 52.0% (80 EI) (Figure 3-3b). The smallest sphere (15 

mm) shows an increase in %𝑅𝑀𝑆 with an increase in the EI for both collimators 

(maxima of 78.8% and 65.7% for LEHR and ME, respectively). For the LEHR spheres 

using more than 64 EI during the reconstruction process would increase  the count 

recovery by only 0.8% for the three largest spheres (1.6% increase in %𝑅𝑀𝑆 for the 

45 mm sphere) and 1.2% for the 15 mm sphere (an increase of 1.1% in %𝑅𝑀𝑆).  

Similar trends can also be seen for the ME data; the 60 mm sphere had only 0.4% 

increase in the count recovery, and a 1.0% reduction in the %𝑅𝑀𝑆 when increasing 
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the EI from 64 to 80. The difference for the 45 mm sphere was a 0.7% increase in 

count recovery and 0.6% reduction in %𝑅𝑀𝑆. When increasing the EI from 64 to 80, 

the 30 mm sphere had a 0.5% increase in the %Recovery with a 2.4% increase in 

%𝑅𝑀𝑆.   

In summary, for the LEHR and ME datasets increasing the EI value beyond 64 does 

not improve count recovery by more than 0.8% for the three largest spheres, and by 

2.2% for the smallest sphere.  

From Figure 3-4a and 3-4b, it can be seen that the Gibbs ringing artefact is present in 

the images of the 45 mm and 60 mm spheres for both collimator datasets, as well as 

in the image of the 30 mm LEHR sphere (Figure 3-4a). The Gibbs ringing artefact is, 

however, absent on the smaller spheres (30 mm for ME and 15 mm for both 

collimators). This could be attributed to the limited spatial resolution of the gamma 

camera and a merging of the increased activity on the edges of the smaller spheres 

(Kangasmaa, Sohlberg and Kuikka, 2011).  

3.3.1.2 Image Quality Phantom 

i Uniformity Section 

Figure 3-5 shows the LSFs obtained across the reconstructed images of the uniform 

section in the phantom obtained for different numbers of OSEM EI.     

Figure 3-4: Examples of Gibbs artefacts present in the reconstructed (64 EI) transverse 
slice of the 60 mm, 45 mm, 30 mm and 15 mm diameter spheres for (a) the LEHR and 
(b) ME collimators. 

a) LEHR b) ME 
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Table 3-1 summarises the %𝑅𝑀𝑆 values that were obtained from the reconstructed 

images through the uniform section of the phantom. The %𝑅𝑀𝑆 determined for the 

LEHR collimator data increased with an increase in the number of EI. For the ME 

collimator, the %𝑅𝑀𝑆 decreased as the number of EI increased. The Gibbs ringing 

artefact is also visible in the reconstructed images through the uniform section of the 

phantom for both the LEHR and ME collimator datasets, as shown in Table 3-1.  

 

 

 

 

 

 

 

 

 

 

 
Figure 3-5: LSFs drawn through the uniform section of the reconstructed IQ 
phantom SPECT images simulated with the (a) LEHR and (b) ME collimators.  LSFs 
are shown for different OSEM equivalent iterations (i.e., 16, 40, 64 and 80). Inserted 
image indicates the profile position. 
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Table 3-1: Reconstructed slices through the uniform section of the Carlson phantom 
and the noise (%RMS) determined from a 75% ROI are shown for the datasets 
reconstructed with different number of equivalent iterations. Results and images are 
shown for the reconstructed LEHR and ME collimated SPECT data. 

 %RMS 

Equivalent 
Iterations 

LEHR Collimator ME Collimator 

16 

 

4.7% 

 

6.2% 

40  5.5%  5.7% 

64  6.6%  5.8% 

80  7.4%  5.8% 

 

ii Cold Lesion Contrast Insert 

Figure 3-6 shows the line profiles through the largest rod of the cold lesion section in 

the phantom, while Table 3-2 reports the contrast values that were obtained for this 

Figure 3-6: LSFs through the largest rod in the cold lesion insert of the reconstructed 
IQ phantom SPECT images simulated with the (a) LEHR and (b) ME collimators.  LSFs 
are shown for different OSEM equivalent iterations (i.e., 16, 40, 64 and 80). Inserted 
image indicates the profile position.  
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largest sphere (diameter 22.4 mm) for the different reconstructed datasets for both the 

LEHR and ME collimator.     

A clear improvement in contrast with an increase in the number of EI was visible. When 

comparing the LEHR and ME datasets, a 6.7% and 2.3% improvement in contrast was 

seen when moving from 64 to 80 EI, respectively. 

Table 3-2: Contrast (%) obtained for the largest sphere (22.4 mm diameter) of the IQ 
phantom for each of the datasets reconstructed with a different number of equivalent 
iterations. Results and images are shown for the reconstructed LEHR and ME 
collimated SPECT data. 

 Contrast (%) 

Equivalent 
Iterations 

LEHR Collimator ME Collimator 

16 

 
8.8% 

 

10.1% 

40  16.0%  17.3% 

64  21.0%  22.8% 

80  27.7%  25.1% 

 

 

iii Hot Lesion Resolution Insert 

The images of the resolution insert reconstructed with different OSEM EI for the LEHR 

and ME collimators are shown in Figure 3-7.  

For the LEHR dataset at 64 EI, the system is capable of distinguishing hole-pairs of 

up to 14.3 mm, whereas at 80 EI the system can distinguish 11.4 mm hole-pairs 

(indicated by yellow arrows in Figure 3-7). Thus, for the LEHR collimator, the spatial 

resolution improves as the EI increases. For the ME collimator, however, the spatial 

resolution does not improve beyond 64 EI where the 14.3 mm hole-pairs are 

distinguishable (indicated by green arrows). There is only an improvement in contrast 

when implementing 80 EI. 
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The LSFs obtained for the hot lesion insert of the phantom are shown in Figure 3-8 for 

both the LEHR and ME collimator. Figure 3-8(a) and (b) show the profiles through the 

hot lesions that are aligned in a V-shape in the phantom. For both datasets there is an 

improvement in the resolution as more EI are implemented during reconstruction. The 

graphs in Figure 3-8 confirm the visual results in Figure 3-7. However, for both 

collimators' A-S-CDR datasets, the peak over the 11.4mm hole can be identified.  

 

LEHR 

ME 

16 40 64 80 

Figure 3-7: Reconstructed images of the resolution insert section of the IQ 
phantom. SPECT images simulated with the LEHR and ME collimators 
reconstructed with different equivalent iterations (i.e., 16, 40, 64 and 80) are 
shown. The hole-pair diameters are: 38.5; 22.4; 17.9; 14.3; 11.4; 9.2; 7.3 and 
5.9 mm. 

Figure 3-8: LSFs across the hot lesion resolution section of the reconstructed IQ 
phantom SPECT images simulated with the LEHR (a) and ME (b) collimators. 
LSFs are shown for different OSEM equivalent iterations (i.e., 16, 40, 64 and 80). 
Inserted image indicates the profile position. 
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iv Linear Insert 

The summed slices of the linear insert were visually evaluated and compared for the 

different number of EI reconstructions. Figure 3-9 shows a visual improvement in the 

image contrast with an increase in iterations, however, the linearity was not affected.  

When looking at the IQ parameters of uniformity, contrast, resolution, and linearity, 

there are improvements as the number of EI increases during reconstruction. 

However, the improvement becomes less prominent with a higher number of EI.  

The %𝑅𝑀𝑆 values calculated in the uniform section of the phantom obtained with the 

LEHR collimator increased with increase in the number of EI, while the values stay 

relatively constant for the ME collimator. There are substantial improvements in the 

quantitative contrast when comparing the 40 and 64 EI datasets, for both collimators. 

The contrast for the LEHR dataset improves from 16.0% to 21.0% (5% absolute 

improvement) while the ME contrast improves with 5.5% (17.3% to 22.8%). The 

contrast improvement observed from 64 to 80 EI is 6.7% and 2.4% for the LEHR and 

ME collimator, respectively. The resolution LSFs show there are only slight differences 

between the 64 EI and 80 EI data. For both collimator datasets the contrast of the 

linearity insert images visually improved when a higher number of EI were 

implemented.   

LEHR 

ME 

16 40 64 80 

Figure 3-9: Reconstructed images of the linearity insert section of the IQ phantom. 
SPECT images simulated with the LEHR and ME collimators reconstructed with 
different equivalent iterations (i.e., 16, 40, 64 and 80) are shown. 
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Considering the %Recovery of the spheres, the %𝑅𝑀𝑆, and the IQ parameters, the 

number of EI selected for further reconstruction of I-123 SPECT images acquired with 

either a LEHR or ME collimator is 64; eight subsets and eight iterations. 

Any SPECT projection reconstructions performed during the remainder of the study 

were done using 64 EI.  

3.3.2 Influence of SPECT Corrections on Image Quality 

The IQ phantom projection images were reconstructed with 64 EI and with the different 

combinations of corrections (A; A-S; A-S-Geo; A-S-CDR). The data was analysed in 

terms of %𝑅𝑀𝑆, contrast, resolution and linearity and the results are presented below. 

3.3.2.1 Uniformity Section 

The LSFs obtained across the reconstructed images of the uniform section in the 

phantom reconstructed with different corrections applied for both collimators, are given 

in Figure 3-10.   

The A-S-CDR LEHR graph in Figure 3-10a shows a relatively flat profile when 

compared to the profiles through the A; A-S and A-S-Geo data sets. This can be 

 Figure 3-10: LSFs through the uniform section of the reconstructed IQ phantom. 
SPECT images simulated with the (a) LEHR and (b) ME collimators reconstructed with 
the different correction combinations applied. (Attenuation correction only (A), 
attenuation and ESSE scatter correction (A-S), attenuation, scatter and 
collimator-detector response correction considering the geometric effect (A-S-Geo) and 
attenuation, scatter and full collimator-detector response correction (A-S-CDR)). 
Inserted image indicates the profile position. 
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attributed to the removal of the septal penetration contribution in the LEHR images 

when incorporating the full CDR correction. This is also reflected in the improvement 

in the %𝑅𝑀𝑆 value reported in Table 3-3. The difference between A-S-Geo and 

A-S-CDR for the ME data is mainly an intensity difference. Application of the geometric 

detector response correction during reconstruction resulted in a prominent ringing near 

the phantom edge especially for the ME data, creating peaks in the profile (Figure 

3-10b). The LEHR A-S-CDR profile also indicates this Gibbs ringing artefact.  

The %𝑅𝑀𝑆, calculated using equation (3-2), for the LEHR and ME image sets 

reconstructed with different corrections, is reported in Table 3-3. 

Table 3-3: Reconstructed slices through the uniform section of the IQ phantom and 
the noise (%RMS) determined from a 75% ROI are shown for the datasets 
reconstructed with the different correction combinations. (Attenuation correction only 
(A), attenuation and ESSE scatter correction (A-S), attenuation, scatter and 
collimator-detector response correction considering the geometric effect (A-S-Geo) 
and attenuation, scatter and full collimator-detector response correction (A-S-CDR)). 
Results and images are shown for the reconstructed LEHR and ME collimated SPECT 
data. 

 %RMS 

Corrections 
Applied 

 LEHR Collimator  ME Collimator 

A 
 

9.8% 

 

6.9% 

A-S 
 

9.8%  6.3% 

A-S-Geo 
 

7.1%  5.7% 

A-S-CDR 
 

6.6%  5.8% 

 

 

The LEHR images reconstructed with all of the corrections (A-S-CDR) had the lowest 

percentage noise and had the most uniform profile. For the ME collimator, the 

%𝑅𝑀𝑆 slightly decreases when incorporating the scatter correction (A-S) in 

comparison to when only attenuation correction was applied (A). A further decline in 
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%𝑅𝑀𝑆 is seen when incorporating the geometric detector response correction, but it 

remains relatively stable when all corrections are applied (A-S-CDR). 

3.3.2.2 Cold Lesion Contrast Insert 

Figure 3-11 displays the LSFs through the largest cold sphere (22.4 mm diameter) in 

the LEHR and ME reconstructed images. The contrast values, determined for this 

sphere from the LEHR and ME corrected images, are tabulated in Table 3-4. 

The values in Table 3-4 indicate that the contrast improves as the different corrections 

are applied during reconstruction. The contrast difference between the A-S-Geo and 

A-S-CDR for the LEHR data is 11.7%, while the contrast difference between the same 

correction combination images for the ME data is 0.2%. The LEHR images clearly 

benefit from septal penetration and scatter compensation as part of the CDR 

correction, whereas the contrast difference between the A-S-Geo and A-S-CDR 

datasets for the ME collimator was small.  

Figure 3-11: LSFs through the largest rod in the cold lesion insert of the reconstructed 
IQ phantom. SPECT images simulated with the (a) LEHR and (b) ME collimators 
reconstructed with the different correction combinations applied (Attenuation 
correction only (A), attenuation and ESSE scatter correction (A-S), attenuation, 
scatter and collimator-detector response correction considering the geometric effect 
(A-S-Geo) and attenuation, scatter and full collimator-detector response correction 
(A-S-CDR)). Inserted image indicates the profile position.  
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Table 3-4: Contrast (%) values obtained from the largest cold sphere (22.4mm 
diameter) of the IQ phantom for each of the datasets reconstructed with the different 
correction combinations (Attenuation correction only (A), attenuation and ESSE 
scatter correction (A-S), attenuation, scatter and collimator-detector response 
correction considering the geometric effect (A-S-Geo) and attenuation, scatter and full 
collimator-detector response correction (A-S-CDR)). Results and images are shown 
for the reconstructed LEHR and ME collimated SPECT data. 

 Contrast (%) 

Corrections 
Applied 

 
LEHR 

Collimator 
 ME Collimator 

A  6.0%  17.8% 

A-S  8.3%  19.2% 

A-S-Geo 

 

9.3% 

 
 

23.0% 

A-S-CDR  21.0%  22.8% 

 

3.3.2.3 Hot Lesion Resolution Insert 

Reconstructed slices of the resolution insert for the LEHR and ME collimators, with 

different corrections applied, are given in Figure 3-13 and graphs of the four resolution 

LSFs obtained from each of the LEHR and ME datasets can be seen in Figure 3-12.  

The hole pairs in the LEHR and ME reconstructed images become more distinct as 

each correction is applied, as shown in Figure 3-13. Figure 3-13 also shows that, 

based on the diameter of the smallest hole-pair visible, when the geometric correction 

(A-S-Geo) is applied, the spatial resolution is 14.3 mm and 17.9 mm for the LEHR and 

ME datasets, respectively (indicated by the yellow arrows). The 11.4 mm diameter 

hole-pair can be discerned for the A-S-CDR LEHR data, while the 14.3 mm diameter 

hole is visible on the ME A-S-CDR image (indicated by the green arrows). The graphs 

in Figure 3-12 confirm the visual perception of the resolution. However, for the 

A-S-Geo and A-S-CDR datasets, it is possible to distinguish the peak over the 

11.4 mm hole-pair, for both collimators. 
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LEHR 

ME 

A A-S A-S-Geo A-S-CDR 

Figure 3-13: Reconstructed images of the resolution insert section of the IQ phantom. 
SPECT images simulated with the LEHR and ME collimators reconstructed with 
different correction combinations applied (Attenuation correction only (A), attenuation 
and ESSE scatter correction (A-S), attenuation, scatter and collimator-detector 
response correction considering the geometric effect (A-S-Geo) and attenuation, 
scatter and full collimator-detector response correction (A-S-CDR)) are shown. The 
hole-pair diameters are: 38.5; 22.4; 17.9; 14.3; 11.4; 9.2; 7.3 and 5.9 mm 

Figure 3-12: LSFs across the hot lesion resolution section of the reconstructed IQ 
phantom SPECT images simulated with the (a) LEHR and (b) ME collimator with the 
different correction combinations applied. (Attenuation correction only (A), 
attenuation and ESSE scatter correction (A-S), attenuation, scatter and 
collimator-detector response correction considering the geometric effect (A-S-Geo) 
and attenuation, scatter and full collimator-detector response correction (A-S-CDR)). 
Inserted image indicates the profile position. 
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3.3.2.4 Linearity Insert 

Figure 3-14 shows the summed slices of the reconstructed linear insert for the LEHR 

and ME collimators with different SPECT correction combinations applied. The 

reconstructed images were visually evaluated and compared for the different 

correction combinations, for both collimators. 

It can be seen in Figure 3-14, that the contrast in the reconstructed linearity images 

improves with every correction added. The A-S-CDR image, for the LEHR dataset, 

has better contrast in comparison to the image reconstructed with just the geometric 

response. There is no notable difference for the ME dataset between the contrast of 

the A-S-Geo and A-S-CDR images. The blurring seen in the A-S-Geo and A-S-CDR 

images is typical for images reconstructed with CDR correction (geometric and/or 

septal penetration) (Frey and Tsui, 2006). 

Figure 3-15 shows the normalised LSFs obtained from the LEHR and ME A-S-CDR 

corrected images of the uniform section, contrast insert and resolution insert. It is 

evident from the figure that when the CDR correction, which includes geometric 

response, septal penetration and septal scatter, is applied, the image quality is 

improved to such a degree that images from the two collimators are comparable. 

LEHR 

ME 

A A-S A-S-Geo A-S-CDR 

Figure 3-14: Reconstructed images of the linearity insert section of the IQ phantom. 
SPECT images simulated with the LEHR and ME collimators reconstructed with 
different correction combinations applied (Attenuation correction only (A), attenuation 
and ESSE scatter correction (A-S), attenuation, scatter and collimator-detector 
response correction considering the geometric effect (A-S-Geo) and attenuation, 
scatter and full collimator-detector response correction (A-S-CDR)) are shown. 
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3.4 Discussion 

This study aimed to optimise and compare the OSEM reconstruction of I-123 SPECT 

studies acquired with LEHR and ME collimators. The number of EI were optimised for 

I-123 based on count density recovery and the image quality parameters of %𝑅𝑀𝑆, 

contrast (%) and resolution. The influence of SPECT reconstruction corrections on 

I-123 image quality was evaluated by comparing reconstructed images of an IQ 

phantom simulated with both the LEHR and ME collimators. The results thereof played 

a deciding role in finalising the optimised reconstruction parameters. 

3.4.1 Recovery of Spherical Source Count Density  

From the results in section Figure 3-3, it is clear that the number of EI will affect the 

accuracy of quantification. Literature states that a large number of iterations is required 

to improve the quantification accuracy in small objects, which is reflected in our results 

(He et al., 2005; Pereira et al., 2010; Dewaraja et al., 2012). It has also been reported 

that for larger objects ( > 60 ml), %Recovery is likely to be greater than 90% after 30 

equivalent iterations (Dewaraja et al., 2012). In our study, the %Recovery of the 

45 mm and 60 mm spheres were already greater than 90% at 16 EI for both collimator 

types. 

It is well known that increasing the number of iterations will increase the noise in the 

images (Brambilla et al., 2005; Seret, 2006; Dewaraja et al., 2012). If a ringing artefact 

is present, it will gain prominence as the EI increases, further affecting the noise level 

Figure 3-15: Normalised LSFs through the (a) uniform section, (b) contrast insert and 
(c) resolution insert obtained from LEHR and ME images reconstructed with A-S-CDR  

b) a) c) 
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(Dewaraja et al., 2012). In our study, %𝑅𝑀𝑆 was used as a parameter to evaluate the 

noise, however it is not a true representation of noise, but rather an estimation of 

reconstruction noise and thus the results may deviate from what is stated in literature. 

From Figure 3-3, the %𝑅𝑀𝑆 slightly decreases as the EI increases, except for the 

15 mm sphere where the %𝑅𝑀𝑆 increases with the number of EI.  

It should be noted that the CDR correction aims to recover the sharp boundaries in the 

SPECT images. This may introduce Gibbs ringing artefacts, which creates a "hole" in 

the sphere and a bright ring at the sphere edges (see Figure 3-4) and is generated 

when the CDR correction attempts to recover fine details that have been lost because 

the system has a limited spatial resolution (Kangasmaa, Sohlberg and Kuikka, 2011; 

Kangasmaa, 2014; Ljungberg et al., 2016; Marquis et al., 2021).  From the 

cylindrical- and IQ phantom images (Figure 3-4 and figures in Table 3-3), it can be 

seen that the Gibbs ringing artefact appears to be more prominent for the ME 

collimator. This is attributed to the ME collimator's poorer spatial resolution and higher 

image contrast when compared to the LEHR collimator  (Liu and Farncombe, 2007; 

Zeng, 2011).  This phenomenon is more pronounced when no filtering is applied to the 

data, which is generally the situation when the reconstruction aim is to obtain 

quantitative accurate results (Tran-Gia and Lassmann, 2018), as is the primary goal 

in this study. Due to the sphere-background ratio in these studies, a sharp edge is 

formed between the spheres and background, which enhance the presence of the 

Gibbs artefact. In typical scenarios, there is likely to be a higher background 

contribution, which will then result in fewer ringing artefacts. 

The results in Figure 3-3 indicate that the optimisation of EI is dependent on object 

size and collimator type. Considering the change in %Recovery and %𝑅𝑀𝑆 of the 

spheres, the optimal EI chosen in this study for count recovery of I-123 SPECT studies 

performed with the LEHR and ME collimators is 64. This is similar to what has been 

found in literature (Niñerola-Baizán et al., 2018; Morphis et al., 2021).  

3.4.2 Image Quality 

The increase in noise with an increase in EI is also observed for the uniformity insert 

of the IQ phantom, although only for the LEHR collimator. There was little effect on the 

noise for the ME collimator dataset as the EI increased. From the images 

reconstructed with different correction combinations (Table 3-3), the %𝑅𝑀𝑆 is in 



 

3-27 
 

general lower for the ME data. The %𝑅𝑀𝑆 is comparable between the LEHR and ME 

data when full CDR corrections are applied (Figure 3-15).  

The contrast obtained for the LEHR and ME collimators compared well when 

considering the different number of EI and all the corrections were applied. Without 

the full CDR correction, it is however clear that the ME collimator resulted in superior 

contrast. The better contrast is owed to the ME collimator's ability to reduce septal 

penetration (Inoue et al., 2003; Rault et al., 2007). From Table 3-2, it can be seen that 

for both collimators, the contrast improves as more EI are applied. Even though the 

maximum EI used in this study was 80, it has been shown in a Tc-99m study that 

improvement in cold contrast does not reach a plateau, even after 100 EI  (Brambilla 

et al., 2005). The LEHR contrast improves with every added correction applied during 

reconstruction. From Figure 3-15 it can be seen that when all corrections (A-S-CDR) 

are applied, the contrast obtained with the LEHR and ME collimators are comparable. 

When including corrections for septal penetration and scatter (A-S-CDR), there is no 

gain in contrast for the ME dataset. The contrast improvement when applying the CDR 

correction is confirmed with the LEHR images obtained of the linearity insert.  

It is well known that the LEHR collimator produces images with a higher spatial 

resolution compared to the ME collimator. The qualitative results in Figure 3-7 

corroborate the expected result (Macey et al., 1986; Inoue et al., 2004; Rault et al., 

2007). Studies done by El Fakhri et al. (1999, 2000) indicated that a CDR correction 

has to be applied when optimal spatial resolution is required. The findings of this study 

indicate that while applying A-S-CDR corrections improve the resolution of LEHR 

images, it has no effect on ME images. Qualitatively, the LEHR dataset reconstructed 

with A-S-CDR (Figure 3-13) resulted in better spatial resolution when compared to the 

A-S-CDR ME dataset (Figure 3-15). 

3.5 Conclusion 

This study's results show that the OSEM reconstruction of LEHR and ME I-123 SPECT 

studies with regards to count density recovery and image quality is optimal at 64 EI. 

The reconstruction is further improved by applying attenuation, scatter and CDR 

corrections.  Including modelling of collimator septal scatter and penetration improved 

the image quality of the LEHR dataset remarkable. 
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When all of the mentioned reconstruction corrections are applied, the image quality of 

LEHR and ME images (reconstructed with 64 EI), with regards to %𝑅𝑀𝑆, contrast and 

resolution, is comparable. This leads to the belief that accurate I-123 quantification 

SPECT studies can be acquired with either LEHR or ME collimators. This theory will 

be evaluated in future work (Chapter 4).  
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Abstract 

The purpose of the study was to determine the quantification accuracy of I-123 SPECT 

studies in patient phantoms acquired with LEHR and ME collimators. SPECT studies 

of voxel-based patient phantoms containing 30 mm (14.2 ml) and 50 mm (65.5 ml) 

diameter spheres were simulated with the Monte Carlo code SIMIND. The simulated 

SPECT projections were reconstructed with the OSEM iterative algorithm which was 

optimised in Chapter 3 for the number of equivalent iterations and corrections for 

image degrading factors. Calibration factors and recovery coefficients were 

determined for LEHR and ME collimators using voxel-based cylindrical phantoms fitted 

with spheres. Two scenarios of the voxel-based patient phantoms, with 

sphere-to-background ratios of 100:1 and 50:1, were simulated. The quantification 

accuracy was evaluated for the spheres. It was found that with appropriate image 

degrading corrections, including partial volume effect corrections, quantification errors 

not exceeding 3.8% were obtained in patient studies for the LEHR and ME collimators. 

The quantification errors for I-123 LEHR and I-123 ME studies were comparable, 

implying that LEHR collimators could be used for I-123 studies in institutions that do 

not have access to ME collimators if appropriate corrections are incorporated in the 

reconstruction algorithm. 

4.1 Introduction 

Metaiodobenzylguanidine (mIBG) labelled with Iodine-131 (I-131) is used to both 

diagnose and treat neuroblastomas. Although effective for therapy due to its maximum 

energy β-emissions (606.3 keV; 89.4%), I-131 is less effective as a diagnostic 

(imaging) radionuclide due to its high-energy gamma-ray contamination. I-131 has 

high-energy, high-abundance gamma emissions at 364.5 keV (81.2%), 637.0 keV 

(7.2%) and 722.9 keV (1.8%) (Laboratoire National Henri Becquerel, 2014). This 

necessitates the use of a high-energy collimator during single photon emission 

computed tomography (SPECT) imaging. The thicker septa of these collimators 

degrade the spatial resolution of the images making the image quality inferior. Iodine-

123 (I-123) has far more desirable characteristics as a diagnostic radionuclide. I-123 

decays through electron capture and have more suitable gamma emissions at 

159.0 keV (at 83.3% abundance) for imaging. In addition, I-123 has a lower radiation 

burden than I-131 (Matthay et al., 2010), as it does not emit any β-particles and has a 
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physical half-life (13.2 hours) more suitable compared to I-131 (8.0 days) (Laboratoire 

National Henri Becquerel, 2004). It is well established in literature that I-123 is more 

effective at detecting lesions than I-131 (Kushner et al., 2009) due to the better image 

quality. Because of their similar biological and chemical properties, the radioisotopes 

I-123 and I-131 are ideal theragnostic partners and can be used interchangeably in 

radiopharmaceutical therapy (RPT). RPT is a new term established to refer to certain 

therapies including theragnostics (Wahl, Ahuja and Clarke, 2021), which is the 

molecular identification of a target by a diagnostic radiopharmaceutical and the 

treatment by an identical therapeutic radiopharmaceutical (Frangos and Buscombe, 

2019). 

Neuroblastomas originate from the sympathetic nervous system, and metastases 

have been found in cortical bone, bone marrow and the liver. This is one of the most 

prolific malignancies diagnosed in early childhood (Matthay, 1997; Kushner et al., 

2009). mIBG is analogous to norepinephrine and is taken up in central nervous system 

tissue (Vallabhajosula, 2009). mIBG labelled to I-123 and I-131, allows for detection 

and treatment of metastases in soft tissue and even in bone and bone marrow. It has 

been proven that the efficacy of a treatment plan increases if the same agent is used 

during imaging (diagnosis) and treatment (Parisi et al., 2016; Marquis et al., 2021).  

In Nuclear Medicine (NM), the purpose of quantifying radioactivity concentration found 

in cancerous tissue is to support diagnostic and treatment decisions and to assess the 

disease response to therapy (Theerakulpisut et al., 2018). With this being said, high 

accuracy of activity quantification is desirable. SPECT reconstruction parameters, 

calibration factors (CF), and partial volume effects (PVE) are all factors that can 

influence the quantification accuracy. SPECT reconstruction that adequately corrects 

for physically degrading factors such as attenuation, scatter and collimator-detector 

response (CDR) must be performed. Incorporating corrections for these image 

degrading factors in the iterative reconstruction algorithm is the first step in improving 

the quantification accuracy (Frey, Humm and Ljungberg, 2012). 

Another step towards improving the accuracy of activity quantification in SPECT 

images is determining a CF that converts voxel count values into in-vivo radioactivity 

concentrations. It is determined by acquiring planar/ tomographic images of a 

phantom/source with known activity concentration. The CF is isotope specific and is 
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further influenced by the gamma camera and collimator design specifications. It has 

been reported that a CF can be determined using different source geometries, such 

as a point-source in air, a sphere in air/water or water-filled cylindrical phantoms (Zhao 

et al., 2018; Morphis et al., 2021b; Ramonaheng et al., 2021). Adequate compensation 

for attenuation and scatter should be applied to reduce the source geometry's effect 

on quantification results (Zeintl et al., 2010; Dewaraja et al., 2012; D'Arienzo et al., 

2016). The most reliable method of determining the CF would be to use a source 

geometry that more acurately represents the attenuation and scatter events in a 

patient (Dewaraja et al., 2013). There have also been investigations into the effect of 

changing the volume of interest (VOI) size on CF accuracy where VOIs smaller or 

larger than the source were used (D’Arienzo et al., 2016; Morphis et al., 2021b). It is 

advisable that the same VOI delineation method used during the calculation of the CF 

be applied in patient quantification studies (Dewaraja et al., 2012).  

Quantification of tumour activity concentration is also affected by the limited spatial 

resolution of the system. This limitation causes the PVE, which results in the blurring 

of the boundary of activity. Objects of interest smaller than two times the system's 

spatial resolution are affected by PVEs and appear to contain less than the actual 

activity (due to spill-out) (Saha, 2006, chap. 12; Pretorius and King, 2009). PVEs are 

partly compensated for when distance-dependent CDR corrections are applied during 

image reconstruction (Dewaraja et al., 2012). A practical method to perform partial 

volume corrections (PVC) is to determine recovery coefficients (RC) from sources with 

simple geometries and known activity concentrations. RCs can either be determined 

from experimental measurements or Monte Carlo (MC) simulation studies and present 

the ratio of the measured/estimated activity concentration in a VOI to the true (known) 

activity concentration. Size-specific RCs can be applied to the recovered activity and 

can account for the underestimations from small sources, improving the accuracy of 

activity quantification in small structures such as tumours. Routine practice is to 

perform PVC with RCs determined from spherical sources with known activities, and 

then apply these corrections to non-spherical objects of interest. However, this 

practice has its limits; literature has shown that RCs are not only dependent on object 

size but also shape (Dewaraja et al., 2012; Brolin et al., 2015).  

MC simulation studies have shown to effectively model detector systems and 

simulating images obtained with specific radioisotopes (Staelens et al., 2003; Sundin 
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and Ljungberg, 2007; Minarik, Sjögreen Gleisner and Ljungberg, 2008; Ejeh, van 

Staden and du Raan, 2019; Ramonaheng et al., 2020; Morphis et al., 2021b). 

Numerous studies have been published where MC codes were used to assess factors 

that influence the image quality and quantification accuracy of planar and SPECT 

images (Autret et al., 2005; Asl, Sadremomtaz and Bitarafan-Rajabi, 2013; Dewaraja 

et al., 2013; Liu, 2013; Ljungberg et al., 2016; Kangasmaa, Constable and Sohlberg, 

2018; Zhao et al., 2018; Ramonaheng et al., 2021). SIMIND's ability (the MC code 

used in this study) to accurately simulate scintillation camera imaging has been 

extensively reported on (Ljungberg et al., 2002; Toossi et al., 2009; Asl, Sadremomtaz 

and Bitarafan-Rajabi, 2013; Ejeh, van Staden and du Raan, 2019; Ramonaheng et al., 

2020; Morphis et al. 2021a). Validation of SIMIND for I-123 using both the LEHR and 

ME collimators has been reported in Chapter 2 of this thesis. Using homogenous 

phantoms, the reconstruction protocol has been optimised in terms of equivalent 

iterations and SPECT corrections (Chapter 3). The next step is to evaluate the 

accuracy of this optimised protocol by assessing the quantification accuracy of 

sources in patients. 

This study aimed to evaluate the accuracy of SPECT activity quantification for I-123 

with both LEHR and ME collimators. The objectives included i) the calculation of 

calibration factors, ii) the determination of recovery coefficient curves, and iii) the 

assessment of activity quantification of geometrically simple spheres (mimicking 

tumours) in voxel-based patient phantoms. SIMIND MC code was used to generate 

the SPECT projection images for the study. 

4.2 Materials and Methods 

A validated model of a Siemens Symbia gamma camera, based on a gamma camera 

located at Universitas Academic Hospital (UAH) (Bloemfontein, South Africa), was 

modelled using the SIMIND MC code (version 6.1). Details regarding the modelled 

gamma camera's parameters and the validation tests performed, are described in 

Chapter 2. 

CT images (5 mm slice thickness) of a water-filled cylindrical phantom (with a height 

of 318 mm and internal diameter of 203 mm) (Fluke Biomedical, 2005) were 

segmented to create a voxel-based digital phantom. The segmentation was performed 

using ITK-Snap software (version 3.6.0) (Yushkevich et al., 2006), as described by 
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Ramonaheng et al. (2020). Voxel-based phantoms were also created from patient CT 

images, selected retrospectively from the Nuclear Medicine UAH patient database. 

The institution's ethical committee approved the use of anonymised patient images for 

this purpose. Spheres of various diameters were added digitally to these voxel-based 

phantoms to mimic tumours that could be filled with radioactivity.  

All SPECT projections were simulated using I-123 and the modelled gamma camera 

fitted with the LEHR and ME collimators. These datasets will be referred to as the 

LEHR and ME datasets. With a step-and-shoot imaging protocol 64 SPECT 

projections were simulated, using a non-circular rotational orbit. Each projection 

mimicked a 40 second acquisition time, and the data was stored in a 128×128 matrix 

size (4.8×4.8 mm2 pixel size). Images were acquired in a 15% energy window centred 

over the 159 keV photopeak of I-123. All the simulations were performed with a high 

number of histories to ensure low simulation noise data (~ 109 photons per projection). 

The SPECT projections were reconstructed using software developed at Lund 

University, Sweden (Sjögreen et al., 2005), incorporating the OSEM iterative 

reconstruction algorithm developed by Frey and Tsui (1996). The reconstruction 

parameters were based on the optimisation results of eight subsets and eight iterations 

from Chapter 3. The algorithm employed a CT-based attenuation correction, a 

model-based effective scatter source estimation (ESSE), as well as CDR corrections 

(Frey and Tsui, 1996; Frey, Humm and Ljungberg, 2012). The CDR correction 

compensates for the geometric response of the detector as well as for septal scatter 

and penetration. The ESSE and CDR kernels were pre-generated using SIMIND. The 

reconstructed SPECT images were analysed using the public domain software Amide 

(Loening and Gambhir 2003). VOIs with dimensions equal to that of the segmented 

spheres were used to encompass the spheres in the phantom.  

4.2.1 Calibration Factor 

ITK-Snap was used to digitally add a 113.1 ml sphere (60 mm diameter) to the 

cylindrical voxel-based phantom (see Figure 4-1) . This sphere size was chosen to 

limit the PVE's influence on quantification accuracy (Willowson, Bailey and Baldock, 

2008; Frey, Humm and Ljungberg, 2012). The sphere in the cylinder was simulated 

with an I-123 activity concentration of 0.17 MBq/ml (Gilland et al., 1994), with no 

activity in the background. 
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The simulations were performed for both LEHR and ME collimators, and the two 

projection datasets (LEHR and ME) were reconstructed using the above-mentioned 

optimised OSEM algorithm. A 113 ml spherical VOI encompassing the sphere was 

used to obtain count statistics (mean count density and fractional voxels). The CF 

(𝑐𝑝𝑠 𝑀𝐵𝑞⁄ )  was calculated according to equation (4-1), 

 𝐶𝐹 =
𝑐𝑜𝑢𝑛𝑡𝑠

𝑡𝑖𝑚𝑒 ×𝑉𝑜𝑙𝑢𝑚𝑒 ×[𝑇𝑟𝑢𝑒]
 (4-1) 

where the 𝑐𝑜𝑢𝑛𝑡𝑠 are determined by multiplying the mean counts per voxel (count 

density) in the VOI by the number of fractional voxels, 𝑡𝑖𝑚𝑒 is the simulated acquisition 

time (𝑠), 𝑉𝑜𝑙𝑢𝑚𝑒 is the actual volume of the sphere (𝑚𝑙) and [𝑇𝑟𝑢𝑒] is the simulated 

activity concentration (𝑀𝐵𝑞 𝑚𝑙⁄ ). A CF was determined for each collimator type.  

4.2.2 Recovery Coefficient Curves 

RCs were determined for each collimator type by simulating the cylindrical water 

phantom with nine different sized spheres. The sphere diameters ranged between 

15 mm (1.8 ml) and 100 mm (523.6 ml). The same sphere-to-background activity 

concentration ratio and simulation parameters as in section 4.2.1 were used. RCs 

depend on object and background activity concentrations (Frey, Humm and Ljungberg, 

2012); however, no background actvity was added because it is difficult to predict 

which source-background ratios will be present in subsequent clinical quantification 

studies. 

As explained before, the SPECT projections were reconstructed, and count statistics 

were recorded for each sphere for the two collimators' reconstructed SPECT datasets. 

The VOIs were selected to be equal to the physical size of the spheres. After 

Figure 4-1: A 3D representation of the segmented 60 mm diameter sphere in the 
cylindrical phantom. 
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reconstruction, the pre-determined CF values (section 4.4.1) were applied to convert 

the image counts to recovered activity concentration. The RC was determined using 

equation (4-2) and expressed as a fraction of the recovered activity concentration 

([𝑅𝑒𝑐𝑜𝑣𝑒𝑟𝑒𝑑]) to the true activity concentration ([𝑇𝑟𝑢𝑒]), both reported in 𝑀𝐵𝑞 𝑚𝑙⁄ .  

  𝑅𝐶 =
[𝑅𝑒𝑐𝑜𝑣𝑒𝑟𝑒𝑑]

[𝑇𝑟𝑢𝑒]
 (4-2) 

The RCs determined for each collimator were plotted as a function of sphere size, and 

fitted with a mono-exponential equation, such as that given by equation (4-3), yielding 

a recovery curve. This fit allows interpolation between different sphere sizes. 

  𝑦 = 𝑎 − 𝑏𝑒−𝑐𝑥 (4-3) 

In equation (4-3) 𝑎, 𝑏 and 𝑐 are the curve fitting parameters, 𝑥 is the sphere diameter 

(cm), and 𝑦 the RC value (Willowson, Bailey and Baldock, 2008). 

4.3 Patient Phantom Quantification 

The third objective of this study was to evaluate the quantification accuracy of 

simulated tumour sources in a voxel-based patient phantom. Two identically sized 

spherical sources, mimicking tumours, were digitally added to the voxel-based patient 

phantom; one was placed between the lungs, and the second was inferior to the liver 

of the patient phantom. These spheres will be referred to as the lung-sphere and 

liver-sphere. Two voxel-based patient phantoms were created, as explained by 

Morphis et al. (2021b) and Ramonaheng et al. (2021), using the same patient's CT 

data, each with different size spheres. The sphere diameters for the two phantoms 

were 30 mm (14.1 ml) and 50 mm (65.5 ml), respectively. The spheres are henceforth 

refered to as the "3cm spheres" and "5cm spheres" as shown in Figure 4-2. Two 

scenarios based on different activity ratios were simulated. Both phantoms were 

simulated with two different sphere-to-background ratios, namely 100:1 and 50:1. The 

activity concentration ratios of the sphere-to-lung and sphere-to-liver were kept 

constant at 30:1 and 13:1, respectively.  
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The activity concentrations are based on clinical I-123 mIBG kinetic data recorded 

24-hours post-injection, as suggested by (Morphis et al., 2021b). The different 

sphere-to-background ratios mimic different tumour uptake. 

The patient phantoms' LEHR and ME collimated SPECT projections were simulated 

and reconstructed with the same parameters and protocols as mentioned before. 

Using VOIs equal to the physical sphere sizes, count statistics were recorded for each 

patient phantom in each scenario. The collimator specific CFs were applied to 

determine the activity concentration. PVEs were corrected for, using the relevant RC 

for the sphere size as obtained from the fitted recovery curve. The quantification error 

of the recovered activity was calculated as the percentage difference between the 

recovered activity concentration ([𝑅𝑒𝑐𝑜𝑣𝑒𝑟𝑒𝑑]) and the true simulated activity 

concentration ([𝑇𝑟𝑢𝑒]) (Equation (4-4)). 

  𝑄𝑢𝑎𝑛𝑡𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛 𝐸𝑟𝑟𝑜𝑟 (%) =
[𝑅𝑒𝑐𝑜𝑣𝑒𝑟𝑒𝑑]−[𝑇𝑟𝑢𝑒]

[𝑇𝑟𝑢𝑒]
× 100 (4-4) 

4.4 Results 

4.4.1 Calibration Factor 

The CFs determined for each of the collimators are shown in Table 4-1. Axial slices of 

the reconstructed spheres (LEHR and ME datasets) given in Figure 4-3 show ringing 

artefacts due to the Gibbs phenomenon on these images. 

Figure 4-2: Coronal slices of the two voxel-based patient phantoms with the a) 3cm 
spheres and b) 5cm spheres positioned between the lungs and inferior to the liver. 

3cm spheres 5cm spheres 

a) b) 
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Table 4-1: I-123 calibration factors (cps/MBq) determined for LEHR and ME 
datasets. 

Calibration Factor LEHR Dataset ME Dataset 

𝒄𝒑𝒔 𝑴𝑩𝒒⁄  74.2 102.4 

 

4.4.2 Recovery Coefficient Curves 

The RCs obtained for the LEHR and ME datasets and their respective curve fits are 

presented in Figure 4-4. The fitted curves, generated by equation (4-3), are displayed 

as solid lines for the LEHR and ME datasets. 𝑅2 values of greater than 0.9 were 

obtained for both collimators. From Figure 4-4, it can be seen that, for the LEHR 

dataset, more than 90% of the true activity concentration is recovered for spheres with 

a diameter of 4.0 cm and larger. The recovered activity concentration is comparable 

for the same sphere size in the ME dataset (RC = 0.89). 

Figure 4-3: Axial slice through the 6cm sphere used to determine the calibration factor 
for the a) LEHR and b) ME datasets. ROI placement indicated in blue. 

a) b) 
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The curves indicate the fraction of the true I-123 activity concentration that can be 

recovered per sphere size. These curves were used to correct for PVEs when 

quantifying the spheres in the patient phantoms.  

4.4.3 Patient Quantification 

Segmented and reconstructed transverse slices of the two voxel-based patient 

phantoms with the 3cm and 5cm spheres are shown in Figure 4-5 and Figure 4-6, 

respectively. 

Figure 4-4: RC as a function of sphere diameter determined for I-123 with LEHR 
(blue) and ME (red) collimators, with the fitted RC curves depicted as solid lines.  
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a) c) 

b) d) 

e) 

Figure 4-6: Transverse slices of the segmented patient phantom indicating the 
positions of the (a) 5cm lung-sphere and (b) 5cm liver-sphere. Transverse SPECT 
reconstructed slices through the (c) 5cm lung-sphere and (d) 5cm liver-sphere, along 
with (e) a coronal reconstructed slice showing both 5cm spheres in the 100:1 activity 
scenario. 

Figure 4-5: Transverse slices of the segmented patient phantom indicating the 
positions of the (a) 3cm lung-sphere and (b) 3cm liver-sphere. Transverse SPECT 
reconstructed slices through the (c) 3cm lung-sphere and (d) 3cm liver-sphere, along 
with (e) a coronal reconstructed slice showing both 3cm spheres in the 100:1 activity 
scenario. 

a) c) 

b) d) 
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Figure 4-7 shows the quantification errors determined for the 3cm and 5cm spheres in 

these two patient phantoms simulated with the 100:1 and 50:1 activity concentrations.  

The LEHR dataset in the 50:1 scenario shows only minor differences between the true 

and recovered activity concentrations for the 3cm spheres (quantification error ≤ 

0.7%). The 50:1 ratio ME dataset resulted in underestimated activity concentration 

values for both the 3cm lung- and liver-sphere (quantification error ≤ 3.8%). The 

quantification error of the 5cm spheres in both datasets did not exceed 1.2%. 

In the 100:1 scenario, the LEHR dataset had quantification errors of less than 2% for 

the 3cm and 5cm spheres. The quantification error of the 3cm spheres in ME dataset 

did not surpass 1.0%, while the 5cm lung- and liver-spheres had quantification errors 

smaller than 3.2%. 

In this study, the 3cm and 5cm spheres have quantification errors less than 3.8% for 

both the LEHR and ME collimators, independent of their placement within the patient 

phantom or the sphere-to-background activity ratio.  

Figure 4-7: Quantification errors (%) determined for patient phantom spheres simulated 
with different sphere-to-background activity concentration ratios for I-123 LEHR and 
ME SPECT data. 
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4.5 Discussion 

4.5.1 Calibration Factor 

CFs are affected by the gamma camera's efficiency with regards to the specific 

radioisotope, the collimator fitted during acquisition, the energy window used (Zhao et 

al., 2018), the corrections applied, and the dimensions of the VOI used to record count 

statistics (Ramonaheng et al., 2021). The factors that influence the CF imply that the 

CF determined here can only be applied clinically if the same gamma camera, 

collimator, isotopes, imaging- and reconstruction protocols as well as analysis 

methods were used during acquisitions.  

The results in Table 4-1 were determined from a sphere with known activity 

concentration in a cylindrical water phantom using a VOI equal to the physical sphere 

size. A study by Morphis et al. (2021b) reported a CF value of 84.4 𝑐𝑝𝑠/𝑀𝐵𝑞 for I-123 

studies acquired with a LEHR collimator, and 118.2 𝑐𝑝𝑠/𝑀𝐵𝑞 for the ME collimator. 

The reason for the difference in comparison to the study by Morphis et al. (2021b) is 

that, unlike in this study, count statistics were obtained using a VOI that had a 3 cm 

margin added to the physical size of the sphere. Using a larger VOI can complicate 

the quantification of objects in clinical studies where background activity can 

erroneously contribute to the activity within the quantified structures. Using a 

uniformed delineation approach for the quantified spheres, defining the VOI for the CF 

as the physical dimensions of the sphere proved helpful. The sphere's physical size of 

113.1 ml was also selected in order to keep the PVEs to a minimum. 

Despite the Gibbs artefact being present in the reconstructed spheres, determining a 

CF with this specific VOI delineation was still possible. 

4.5.2 Recovery Coefficients 

It is known that RCs depend on source shape, size and source-to-background activity 

ratios; therefore applying simple geometry RCs to irregular sources in various 

background concentrations may result in larger quantification errors (Dewaraja, 

Ljungberg and Koral, 2001; Ritt et al., 2011). RCs need to be determined for each 

camera/collimator and data acquisition/reconstruction combination (Li et al., 2017).  
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In this study, PVC was performed using RCs determined from different-sized spherical 

sources in a cold background (Figure 4-4). The plot of the gamma camera's RCs is as 

predicted, with at least 90% activity concentration recovered (RC > 0.9) for spheres 

4 cm and larger. Morphis et al. (2021b) similarly determined RCs for LEHR and ME 

collimated I-123 spheres; however, they reported RC > 0.9 for sphere sizes of 5 cm 

and larger. The difference in RC can be attributed to the VOI delineation used; they 

used a circular VOI with a diameter equal to the physical sphere size, while their CF 

was determined from a VOI with an additional 3 cm margin.  

Even though RCs were determined from simple source geometries in this study, they 

sufficiently reduced the object-size dependence and improved quantification accuracy. 

4.5.3 Patient Quantification 

Figure 4-7 shows that the largest quantification error found for the sphere in the 

activity-filled background is 3.8%. Du, Tsui and Frey, (2006) determined an absolute 

quantification error of ± 3.5% for I-123 SPECT brain studies. Shcherbinin (2008) 

reported a 3% to 5% quantification error of I-123 filled sources in a torso phantom, 

using similar corrections as in this study. I-123 absolute quantification errors of up to 

10% have been reported for spheres with diameters ranging between 17- and 37 mm 

(Brady and Shulkin, 2019). Morphis et al. (2021b) reported quantification errors of up 

to 5.4% for LEHR and ME collimated I-123 spheres in patient phantom studies. 

The quantification errors determined in this study for I-123 LEHR and ME phantom 

patient studies are similar to, and in some cases, smaller than what has been 

published in scientific literature. It should be noted that different phantoms, imaging 

parameters, activity concentrations, sphere sizes and VOI delineations, as well as 

energy resolution models were used in the studies reported in the literature. The 

smaller quantification errors found in this study could be attributed to the VOI definition 

and optimisation of the SPECT reconstruction protocol.  

4.6 Conclusion 

Assumptions made in this study were: the tumours quantified are geometrically 

uniform, the borders are well distinguished from neighbouring organs/ healthy tissue, 

and the background activity uptake is uniform throughout the organs. In clinical 

situations, this is will not necessarily be true.  
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The voxel-based patient phantoms used during this study were created from a single 

patient's CT data, implying that the positioning and size of the anatomy were the same 

throughout. The patient studies also lacked clinically realistic movement artefacts 

brought on by the patient's breathing and organ movement. This study can be 

expanded by using CT data from more patients to create voxel-based patient 

phantoms with varying anatomy. Should access to patient data be limited, hybrid 

phantoms such as the 4D XCAT (Segars et al., 2010) can also be implemented to 

incorporate clinically realistic factors such as patient movement and varying anatomy. 

Further studies can also be performed where the RC simulation parameters are 

appropriately adjusted for clinically realistic source-background activity ratios, and 

irregularly shaped tumours are quantified using the same optimised reconstruction 

protocol. 

Based on this comparative study, accurate quantification of I-123 images can be 

achieved clinically with either LEHR or ME collimators, if the appropriate SPECT 

corrections and reconstruction protocols are implemented. Sufficient correction must 

be applied for image degrading factors such as attenuation, scatter, and CDR 

(including geometric response, septal penetration and scatter). 
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5.1 Summary 

I-123 has been proven to be an effective diagnostic agent when used in 

radiopharmaceutical therapy. When labelling I-123 with metaiodobenzylguanidine 

(mIBG), it can be used to diagnose heart disease, brain tumours and locate 

neuroblastomas metastases. However, I-123 has a complicated decay scheme that 

includes ideal imaging emissions (159.0 keV) along with high-energy photon 

emissions ( > 440.0 keV). Using LEHR collimators during I-123 SPECT studies 

results in images with a high resolution. However, the high-energy photons of I-123  

can penetrate the collimator septa and contribute to reduced image contrast and 

quantification accuracy. When the goal of the clinical investigation is to determine the 

amount of radioactivity contained within an object of interest (patient), it is preferable 

to use ME collimators rather than LEHR collimators. However, the disadvantage is a 

reduction in resolution as a result of the thicker collimator septa and hole size. The 

collimator choice for I-123 diagnostic imaging is dependent on the clinical need, the 

type of study that needs to be performed and the resources available.  

The aim of the study was to assess and compare the quantification accuracy of I-123 

LEHR and ME SPECT images after an optimised reconstruction protocol was 

implemented during reconstruction. Most clinical facilities have access to LEHR 

collimators, but not necessarily ME collimators. Therefore, the study focused on 

whether similar image quality and quantification accuracy could be achieved using 

LEHR and ME collimators. The study was based on SIMIND MC simulations of 

voxel-based phantoms.  

The first part of the study used MC simulations to generate a virtual gamma camera 

model for emission tomography.  This was done by creating and validating a SIMIND 

MC model of the Siemens Symbia T16 gamma camera for I-123 SPECT imaging, 

using the LEHR and ME collimators and a constant energy resolution value. The 

validation was based on the gamma camera performance tests of intrinsic and 

system energy resolution, system spatial resolution and sensitivity. The SPECT 

image quality attained with an image quality phantom for each collimator dataset was 

also compared. This study showed that the SIMIND MC code could accurately 

simulate I-123 images obtained with both the LEHR and ME collimators to within 

3.4%, 6.4% and 5.3% for the energy resolution, system spatial resolution and planar 

system sensitivity, respectively. Thus, the SIMIND MC code can be used with 
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confidence to simulate LEHR and ME NM I-123 images in order to optimise imaging 

processing and activity quantification. 

The validated MC model from the first article (Chapter 2) was used to simulate I-123 

SPECT images of simple geometry sources and an image quality (IQ) phantom 

using the LEHR and ME collimators.  

The second part of the study (Chapter 3)  optimised the OSEM reconstruction 

protocol in terms of equivalent iterations (EI) and SPECT corrections. This was done 

to optimise the OSEM iterative reconstruction algorithm parameters in terms of count 

density recovery, image noise, contrast, resolution and linearity. The influence of 

SPECT corrections on LEHR and ME I-123 images was also evaluated by 

comparing the image quality of LEHR and ME SPECT corrected images. The results 

of the recovered count densities were used to determine the optimal number of EI to 

implement during the reconstruction process. The IQ phantom images were 

reconstructed with the optimal number of EI to assess the IQ parameters of 

uniformity, contrast, resolution and linearity. These images were also reconstructed 

with various combinations of SPECT corrections. When attenuation, scatter, and 

collimator detector response corrections were applied, the image quality of LEHR 

and ME images (reconstructed with 64 EI) was comparable in terms of %RMS, 

contrast, and resolution. As a result, I-123 SPECT studies for quantification could be 

acquired using either LEHR or ME collimators. This assumption theory was further 

explored in Chapter 4. 

In the final part of the study, LEHR and ME I-123 SPECT simulations of a sphere in 

water was reconstructed using the optimised reconstruction protocol. The 

simulations were performed using the LEHR and ME collimators. A 

collimator-specific calibration factor (CF) was determined from the counts recovered 

from the reconstructed sphere image. This CF was applied to counts recovered from 

simulation images of a voxel-based patient phantom to convert the counts to activity 

concentration. Partial volume effects were compensated for using appropriate 

recovery coefficients. The quantification of reconstructed LEHR and ME I-123 

SPECT patient phantom studies resulted in quantification errors no greater than 

3.8%. These results indicate that accurate quantification of I-123 images can be 

achieved clinically with either LEHR or ME collimators, if the appropriate SPECT 
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corrections and reconstruction protocols are implemented. Sufficient correction must 

be applied for image degrading factors such as attenuation, scatter, and 

collimator-detector response (including geometric response, septal penetration and 

scatter).  

5.2 Future Work 

It should be noted that the patient phantoms used in this study were based on 

clinical CT data; however some assumptions were made: the tumours quantified in 

the patient-phantoms were geometrically uniform, the borders were well 

distinguished from neighbouring organs/ healthy tissue, and the background activity 

uptake were uniform throughout the organs. CT data from a single patient was used, 

therefore no anatomical variation was included. The patient studies also lacked 

clinically realistic movement artefacts brought on by the patient's breathing, organ 

movement and shifting. This study can be expanded by using CT data from 

numerous patients to create voxel-based patient phantoms with varying anatomy. 

Should access to patient data be limited, hybrid phantoms such as the 4D XCAT  

(Segars et al., 2010) can also be implemented, which have the advantage to 

incorporate clinically realistic factors such as patient movement and varying 

anatomy. 

Further studies can be performed where recovery coefficients are determined from 

phantom studies simulated with background activity.  The processing protocols could 

also be applied to phantom studies of irregularly shaped tumours and non-uniform 

radioactivity distribution.  

SIMIND could also be validated for the GE Discovery NM/CT 670 system used at 

National District Hospital in Bloemfontein, South Africa. This would enable us to 

assess the feasibility of using LEHR collimators for I-123 SPECT studies on the GE 

Discovery NM/CT 670 system. Image quality and quantitative accuracy of SPECT 

images acquired with LEHR and ME collimators with the Siemens Symbia 

SPECT/CT and GE Discovery NM/CT 670 systems can also be compared with MC 

simulations. 

Finally, the enhanced image quality and quantitative accuracy for both LEHR and 

ME collimators shown in this study can serve as a platform for future research aimed 
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at improving diagnostic accuracy for a range of routine clinical studies conducted 

with I-123. 
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Figure A-1: Screenshots of the Change program indicating flags and parameters used in SIMIND to determine 
geometry and setup of simulations. Parameters for the simulations of energy resolution, spatial resolution (at 100 
mm) and system sensitivity are shown. 
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Appendix C – SASNM Congress 2021 – Abstract  

 

LEHR vs ME collimated I-123 SPECT image quality:  A Monte Carlo 

study 

 

A Richards, JA van Staden, H du Raan 

Department of Medical Physics, University of the Free State, Bloemfontein 

 

I-123 is performed in clinical SPECT imaging using the 159keV γ-ray. High-energy 

photons between 440 keV and 784 keV are also part of the I-123 decay scheme. These 

photons have a noted influence on image quality and quantification accuracy due to 

septal penetration and scatter. Imaging with a medium energy (ME) collimator is 

preferred to the low-energy high resolution (LEHR) collimator, as it reduces the effects 

of high-energy photons. However, this comes at the cost of spatial resolution and an 

extra collimator set. Reconstruction algorithms correcting for collimator detector 

response (CDR), which includes septal penetration and scatter, may result in improved 

LEHR collimator SPECT imaging. The aim of this study was to compare LEHR and ME 

SPECT image quality after applying attenuation, scatter and CDR corrections to the 

data. 

Monte Carlo software was used to simulate SPECT images of the Carlson quality control 

phantom. Images were reconstructed using the OSEM algorithm with CT-based 

attenuation, effective source scatter estimation and CDR corrections. Uniformity, cold 

contrast and hot lesion resolution were evaluated semi-quantitatively.  The influence of 

the CDR correction on both datasets was evaluated. 

Uniformity profiles obtained through the LEHR and ME images were comparable.  The 

ME collimator images had a negligible difference in noise compared to LEHR images 

when full CDR was applied (6% vs 7%), and cold contrast values were comparable 

(LEHR:  21% vs ME: 23%). The resolution section of the phantom yielded similar results 

between the ME and LEHR collimator. The contrast values obtained with and without 

the CDR correction, were compared. A significant improvement in contrast was obtained 

for the LEHR collimator data after applying the CDR correction (8% to 21%). The 

contrast improvement for the ME collimator data was small (19% to 23%). 

The results show that the LEHR collimator yields images comparable to the ME 

collimator when reconstructed with CDR correction and can be considered for routine 

clinical imaging. 
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