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Abstract

Introduction: Theragnostics is a precision medical discipline aiming to individualise patient
targeted treatment. It aims at treating cancer by the systemic administration of a therapeutic
radiopharmaceutical, which targets specific cells based on the labelling molecule. With the
renewed interest in radiopharmaceutical therapy, the importance of accurate image
quantification using iodine-123 (I-123) and iodine-131 (I-131), for dosimetry purposes, has
been re-emphasised. Monte Carlo (MC) modelling techniques have been used extensively in
Nuclear Medicine (NM), playing an essential role in modelling gamma cameras for the

assessment of activity quantification accuracy, which is vital for accurate dosimetry.

This thesis aimed to assess the accuracy of patient-specific I-131 dosimetry using hybrid
whole-body (WB) planar-SPECT/CT imaging. The study was based on MC simulations of
voxel-based digital phantoms, using the SIMIND MC code emulating the Siemens Symbia™
T16 gamma camera. To achieve the aim, the thesis was divided into four objectives, (i)
validating the accuracy of an energy resolution (ER) model, (ii) verifying the SIMIND setup
for simulation of static, WB planar and SPECT images for [-123 with a low energy high
resolution (LEHR) and a medium energy (ME) collimator and for I-131 with a high energy
(HE) collimator, (iii) evaluating SPECT quantification accuracy for the three radionuclide-
collimator combinations and (iv) assessing the accuracy of I-131 absorbed dose calculations

for tumours and organs at risk, based on hybrid WB planar-SPECT/CT imaging.

Methodology: The proposed ER model was fit to measured ER values (between 27.0 and
637.0 keV) as a function of photon energy. Measured and simulated energy spectra (in-air,
in-scatter and a voxel-based digital patient phantom) were compared. The SIMIND setup was
validated by comparing measured and simulated static and WB planar (extrinsic energy
spectra, system sensitivity and system spatial resolution in-air and in-scatter), as well as
SPECT (simple geometry sensitivity) results. Quantification accuracy was assessed in voxel-
based digital simple and patient phantoms, using optimised OS-EM iterative reconstruction
updates, calibration factor and recovery curves. Finally, using the true and quantitative
activity data from I-123 and I-131 voxel-based digital patient phantoms, full MC radiation
transport was performed, to determine the accuracy of the absorbed dose for I-131-mIBG

radiopharmaceutical therapy.
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Results: The fitted ER model better simulated the energy response of the gamma camera,
especially for high energy photopeaks, (I-123: 528.9 keV and I-131: 636.9 keV). The
measured and simulated system energy spectra (differences < 4.6 keV), system sensitivity
(differences < 6.9%), system spatial resolution (differences < 6.4%) and SPECT validation
results (difference < 3.6%) compared well. Quantification errors less than 6.0% were
obtained when appropriate corrections were applied. 1-123 LEHR and 1-123 ME
quantification accuracies compared well (when corrections for septal scatter and penetration
are applied), which can be useful in departments that perform I-123 studies and may not have
access to ME collimators. Average [-131 absorbed doses of 2.0 + 0.4 mGy/MBq (liver), 20.1
+ 4.0 mGy/MBq (3.0 cm tumour) and 22.6 £ 4.2 mGy/MBq (5.0 cm tumour) were obtained
in simulated patient studies. When using a novel method of replacing the reconstructed
activity distribution with a uniform activity distribution, eliminating the Gibbs artefact, the

dosimetry accuracy was within 10.5%.

Conclusion: Using the proposed fitted ER model, SIMIND could be used to accurately
simulate static and WB planar and SPECT projection images of the Siemens Symbia™ T16
SPECT/CT for both I-123 and I-131 with their respective collimators. Accurate quantification
resulted in absorbed dose accuracies within 10.5%. The hybrid WB planar-SPECT/CT
dosimetry method proved effective for personalised treatment planning of I-131

radiopharmaceutical therapy, with either I-123 or I-131 diagnostic imaging.

Nuclear Medicine, theragnostics, quantification, dosimetry, Monte Carlo, SPECT/CT, whole-
body planar, 1-123, I-131, SIMIND, LundADose
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1.1.  Overview

1.1.1. Theragnostics

Nuclear medicine (NM) makes use of targeted radiopharmaceuticals to image specific
physiological or pathological processes. Once the radiopharmaceutical is administered to the
patient and imaged over time, the resultant image displays a spatial distribution of the
radiopharmaceutical within the patient, detailing the uptake and retention of activity in the
patient's organs. NM imaging is a valuable tool for detecting cancer, as most often, cancer
affects the functioning of cells, resulting in some form of functional and/or physiological

change, which is then visualised on the NM diagnostic image.

For several decades, radionuclides have been used to treat cancer. In 1901, radium-226 was
used to treat a tuberculous skin lesion, and in 1936, phosphorous-32 was used for pain relief
for patients with metastatic bone lesions, in-vitro to treat leukaemia and for treating
polycythaemia vera. The use of phosphorus-32 for the treatment of polycythaemia vera has
declined, due to the lack of the radiopharmaceutical’s availability. With the discovery of
iodine-131 (I-131) in 1938, a new era in medicine emerged. I-131 has been used for
diagnostic purposes as far back as 1939, and in 1946 it was used to treat the first patient for
thyroid cancer (1), leading to the current era of theragnostics. Theragnostics is a NM
technique that takes advantage of radiopharmaceuticals' targeting properties for diagnostic
and therapeutic purposes. It aims at treating cancer by the systemic administration of a
therapeutic radiopharmaceutical, which targets specific cells based on the labelling molecule

(pharmaceutical), allowing for a personalised therapy approach.

Theragnostics is a milestone in cancer treatment, which has bridged the divide between
Oncotherapy and NM. The principle of theragnostics lies in the combination of targeted
cancer imaging (diagnostics) and therapy (2). To allow for visualisation of potential targets,
both the diagnostic imaging and therapy procedure typically use the same
radiopharmaceutical, however, in some cases, the radionuclide may differ. Several
theragnostic radionuclide pairs (strontium-83/strontium-89, yttrium-86/yttrium90 and copper-
64/copper-67) are used, making it possible to estimate potential toxicities and predict the

benefits of such therapy (3,4).

Since theragnostics is a precision medical discipline aiming to individualised patient targeted
treatment, the importance of accurate image quantification using I-131 and iodine-123 (I-123)
has been re-emphasised (3,5,6).
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[-131, with a physical half-life of 8.04 days, emits both gamma photons (284.3 keV, 364.5
keV, 636.9 keV and 722.9 keV) and beta particles (maximum and mean energy: 606.0 keV
and 192.0 keV) (7). In contrast, I-123 emits gamma photons (159.0 keV, 528.9 keV) as well
as characteristic x-rays (27.3 keV) and has a physical half-life of 13.2 hours, making 1-123
ideal for diagnostic imaging. Furthermore, I-123 has been promoted for diagnostic imaging
for treatment with 1-131, to avoid stunting of tumour growth. Since the biodistribution of I-
123 and I-131 in the body are similar, I-123 can be used as a surrogate for [-131 in the I-131
treatment planning process. Furthermore, I-123 carries a reduced radiation burden compared
to I-131 due to its shorter half-life and lack of beta particles; therefore, higher quantities of I-

123 can be administered for diagnostic purposes.

Due to the natural accumulation of iodine in the thyroid, [-123 and I-131 are routinely used in
diagnostic and therapeutic thyroid studies (8). However, it has gained popularity in treating
non-Hodgkin lymphomas and neuroendocrine tumours (NETs) when attached to a
pharmaceutical. 1-131 labelled to tositumomab, a monoclonal antibody protein, is typically
used to image and treat non-Hodgkins lymphoma (9). Both I-131 and I-123 can be labelled to
a noradrenaline analogue, meta-iodobenzylguanidine (mIBG), and used to detect and treat
NETs. I-131-mIBG and I-123-mIBG naturally accumulate in NETs as well as the lungs, liver,

kidneys, spleen, bladder, bone marrow and salivary glands (10,11).

1.1.2. Nuclear Medicine imaging

The most important application of radiation in NM is radionuclide imaging. As mentioned,
once the radiopharmaceutical is administered to the patient, it can be imaged with a gamma
camera, and the resultant image will display a spatial distribution of the radiopharmaceutical

within the patient, detailing the uptake and retention of activity in the patient's organs.
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Figure 1.1. Siemens Symbia dual-head gamma camera (12).

The general components and basic principles of the gamma camera are shown in Figure 1.2.
Photons emitted from the patient and have passed through the collimators are detected by the
scintillation detector. Here, the energy of the photon is converted to light, which is then
detected and amplified by the photomultiplier tubes, generating an electronic signal. The
energy and positional information are used to form a digital image. Corrections for energy,

linearity and uniformity can be applied to the digital image.

JATAY

Display

l —> Position circuitry

> Photomultiplier tubes

—> Light guide
———> Scintillation detector

— > Collimator

Figure 1.2. Basic principles and components of a gamma camera.

The collimator, constructed from lead sheets, only allows for photons travelling parallel to
the collimator holes, to pass through. The choice of collimator depends on the radionuclide

used, the size of the organ to be imaged, as well as if high-resolution or high-sensitivity is of
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interest in the study being performed. The parallel-hole collimator is used in most routine
NM studies. Thus, collimators are designed and constructed for a specific photon energy
range. The choice of collimator is vital when evaluating quantification accuracy. Imaging I-
131 with a high energy (HE) collimator is well established (13), as it minimises the effect of
collimator septal scatter and penetration. However, either a low energy high resolution
(LEHR) collimator or a medium energy (ME) collimator can be used for [-123 imaging. The
effects of collimator septal scatter and penetration, from [-123 high-energy photons, are
reduced with a ME collimator, resulting in images with improved contrast, and is thus ideal
when quantitatively accurate images are required (14). The LEHR collimator can provide
superior spatial resolution images, but only if appropriate collimator septal scatter and
penetration corrections are applied (14,15). Simulated whole-body (WB) images (shoulder to

thigh) obtained with different radionuclide-collimator combinations are shown in Figure 1.3.

(a) (b) (c)

# 8 F N F N

Anterior Posterior Anterior Posterior Anterior Posterior

Figure 1.3. Simulated WB images of (a) [-123 LEHR, (b) I-123 ME and (c) I-131 HE.

When performing imaging for radiopharmaceutical therapy planning purposes, the gamma
camera acquisition mode is important. Acquisition modes, amongst others, include WB

planar and single-photon emission computed tomography (SPECT) imaging.

The process of WB planar imaging is relatively simple; it involves the acquisition of a series
of two-dimensional (2D) WB anterior and posterior (A/P) planar images. Typically, imaging
is performed at fixed time intervals, tracking the biodistribution of the radiopharmaceutical in

the patient as it is washed out (biological washout).

Due to limitations of planar imaging, namely, its lack of depth resolution and superimposition
of over- and underlying tissues, its use in absolute quantification can be challenging. The
effect of the over- and underlying tissue is solved with SPECT imaging, making it the
preferred acquisition mode when accurate dosimetry is required in therapeutic NM

applications. During SPECT imaging, multiple image projections are acquired at fixed
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angular increments around the patient. These images are then reconstructed to create a three-
dimensional (3D) distribution of activity in the patient. If appropriate corrections for scatter,
attenuation and collimator-detector response (CDR) are applied, each voxel represents the
amount of activity located at that position in the patient (16). The corrections are discussed in

Section 1.1.3.1 (ii).

1.1.3. Radiopharmaceutical therapy planning
Radiopharmaceutical therapy planning is founded on two fundamental processes: activity

quantification and absorbed dose calculations (dosimetry).

1.1.3.1. Activity quantification

Identifying the radiopharmaceutical distribution within the body and quantifying the amount
of activity taken up by tumours and organs at risk from a NM image is termed activity
quantification. The accuracy with which activity can be quantified influences the accuracy

with which dose calculations can be performed.

i. Planar quantification

One of the earliest and currently the most common method of activity quantification is
the planar conjugate-view technique (two opposing projections as shown in Figure 1.3).
Typically, WB planar images are acquired at three or four timepoints during the first
week after administration (4). Factors such as attenuation, scatter, over-and under-lying

tissues and background effects need to be corrected to yield accurate results.

Attenuation Correction

When using the conjugate view technique, the difference in the count distribution in the
two opposite projections is a function of photon attenuation, thus, making the depth of
the source in the patient vital for accurate attenuation correction. When the geometric-
mean (GM) of the two opposing projections is determined, the source depth is averaged.
Thus, the attenuation correction factor becomes a function of patient thickness only,
easily determined from a transmission image. It is important to note that the conjugate
view technique is only exact for a point or plane source (17). An alternative method for
determining patient-specific attenuation maps, using computed tomography (CT)
information, has been developed (18). This method makes use of a CT scout image,
converted to a transmission image (Figure 1.4). The higher photon flux of the CT scout

image allows for an improved signal-to-noise ratio compared to a radionuclide
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transmission image, making it possible to acquire a scout image post-
radiopharmaceutical administration. In addition, acquiring a scout image in succession to
the NM WB image allows for better spatial registration of the two images. Not only is
the scan time for a scout image short in comparison to a radionuclide transmission
image, but it also provides good spatial resolution, allowing for accurate delineation of
most organs. Typically, CT scout images are used qualitatively to define the axial scan
range for a CT scan. To use the images quantitatively for attenuation correction, they
need to be rescaled to transmission values. A patient-weight based method can be used to
determine the scaling factor (4). This method of attenuation correction with planar
imaging has proven successful (18). However, in scenarios where a CT scout is

unavailable, 3D CT data can be used to generate a scout image.

Figure 1.4. An example of a CT scout used for WB planar attenuation correction for Lu-
177-Dotatate therapy. (a) Anterior image of the WB activity distribution, (b) patient CT

scout, and (c) fused images of the activity distribution and the CT scout image (4).

Scatter Correction

Several approaches to scatter correction in planar imaging have been taken. Scatter
correction methods include using an effective attenuation coefficient in the GM method
or applying the triple energy window (TEW) method. Ogawa et al. proposed the TEW
method of scatter correction in 1991 (19). It makes use of two scatter windows, one on
either side of the photopeak. The information from these two windows is used to

estimate the amount of scatter in the primary window and then subtracted from the
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primary photopeak data for each pixel. An alternative scatter correction method uses a
Wiener filter, utilising scatter kernels based on scatter point-spread functions (6). The
scatter kernels are precalculated using Monte Carlo (MC) simulations of a point source
in a water-filled elliptical phantom. The kernels are a function of source depth and are
normalised to compensate for scatter quantitatively. This form of scatter correction also
acts as a sharpening filter. The downside of this method is that the kernels are only
calculated in water and not for other tissue-equivalent materials. Nevertheless, it has
proven successful with planar imaging (4,6,16) and was thus the chosen method for this

study.

Region of Interest and Calibration Factor

For accurate quantification, regions of interest (ROIs) must be defined correctly.
Typically, the CT scout image is used to assist in organ delineation. WB planar images
must be registered to the WB CT scout image to ensure accurate ROI definition. The
purpose of image registration is to transform the sequence of images geometrically,
ensuring the pixel values in each of the images represent the same position in the patient.
A single set of ROIs can be used to delineate multiple WB planar images if registered

correctly. Once a set of ROIs is defined, count statistics can be obtained.

The basis of absolute quantification is that image information be proportional to activity.
A calibration factor (CF) is used to convert the number of counts in a region of interest
(ROI) to units of activity. The most straightforward calibration procedure utilises a
planar acquisition of a point source in air, from which an 'in-air sensitivity' value, with

negligible scatter and attenuation, is assumed (20).

Partial Volume Effect Correction

The partial volume effect (PVE) is caused by the limited spatial resolution of the imaging
device and the sampling frequency. Objects with sizes below approximately twice the
full width half maximum (FWHM) of the spatial resolution are likely to be degraded
(17). As a result, the activity is underestimated. This occurs when activity from the ROI
is lost to its surroundings, decreasing the amount of activity within that ROI (spill-out).
Overestimation of activity in a ROI occurs when activity outside the ROI adds to its
activity, increasing the amount of activity within that ROI (spill-in). In both cases, it is

assumed that the ROI perfectly delineates the structure to be quantified.
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In summary, the PVE results in the gain or loss of counts from a specific region. If there
are structures with activity uptake close to the ROI, the spill-out of activity from these
structures can increase counts in adjacent ROIs (17). The degree of the PVE depends on
several factors: system spatial resolution, patient motion (including respiratory motion)
and the distribution of activity. Performance characteristics of the collimator and the
detectors' intrinsic resolution may influence the systems’ spatial resolution. The intrinsic
resolution is affected by radionuclide energy and crystal thickness. With an increase in
photopeak energy and a decrease in the crystal's thickness, the intrinsic resolution will
improve. The collimator, however, plays the most significant role in determining the
system spatial resolution (21). A simple approach to correct for the PVE would be to
estimate the recovery coefficients (RCs) for different sized objects within a phantom and
then generate a recovery coefficient (RC) curve. A RC is the ratio of the recovered
activity concentration ([A] ecoverea)> 0 the true activity concentration ([4];4.), as seen in

the equation below,

[Alrecovered
RC = *=recovered 1.1
[A]t‘rue ( )
where
__average radioactivity in volume 12
[A]recovered - volume ( . )

An RC curve of the RC versus object diameter (x) can be plotted, and a function with the

form
RC =a—be™* (1.3)

can be fitted to the data, allowing for interpolation between object sizes. The RC can
subsequently be applied in calculating the true amount of activity within the structures

(23,24,25).

Time Activity Curves

A time activity curve (TAC) is created by plotting the activity in a ROI to the
corresponding timepoint. The objective of a TAC is to describe the pharmacokinetics of
the radiopharmaceutical during the total time it resides in the source organ. Integrating
the TAC gives a value that corresponds to the cumulated activity, from which the
absorbed dose to the target organ can be calculated. The pharmacokinetics of the
radiopharmaceutical depends on both the physical (decay) and biological (washout) half-

life of the radiopharmaceutical. Not only does the pharmacokinetics differ from organ to
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organ, but there is considerable inter-patient variability. Since these curves influence the
calculated absorbed dose, they must be determined for each source organ in individual

patients, allowing for personalised treatment planning (4,16).

ii. SPECT/CT quantification

SPECT is favoured over planar imaging, as it results in more accurate activity
quantification leading to improved dosimetry, despite being considered more time-
consuming. As mentioned, certain correction factors must be applied to ensure improved
quantification accuracy. These correction factors are similar to those discussed for planar

quantification, with the differences discussed below.

Attenuation Correction

CT images are typically used for attenuation correction, with SPECT/CT imaging (17).
This is equivalent to using a transmission scan in planar imaging, although image
quality, specifically image contrast is improved when CT images are used (17,22). A CT
image is typically expressed in Hounsfield units (also referred to as CT numbers) and
needs to be converted to linear attenuation coefficients. This should be performed for the
specific photon energy of the emission radionuclide used (22). The conversion of CT
numbers to linear attenuation coefficients is performed using a bi-linear model, which is
based on measurements acquired with the Gammex RMI-465 phantom (25-27). An
attenuation map representing the spatial distribution of linear attenuation coefficients in
the ROI is generated and integrated into a reconstruction algorithm (28). This method of

attenuation correction is adopted by most manufacturers and is the method of choice.

Scatter Correction

As mentioned, several methods can be used to correct for Compton scatter in NM
imaging. One such method recommended for SPECT imaging is the reconstruction-
based scatter compensation method. This method allows for accurate modelling of full
3D spatial scatter response. Scatter response functions are modelled in an iterative
reconstruction algorithm, mapping the path of the scattered photon (29). The effective
scatter source estimate (ESSE) method (30) is a successful example of the
reconstruction-based scatter compensation method. It uses precalculated MC based
scatter kernels which are used to estimate the scatter in the photopeak window. Scatter
kernels are simulated for the specific radionuclides with defined energy window settings
and system energy resolution (16). The advantage of this method is that the modelled
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scatter component better reflects the distribution of the true scatter in the photopeak
compared to the energy window-based correction techniques. As for scatter correction in
planar imaging, the disadvantage is that the kernels are only calculated in water and not

for other tissue-equivalent materials.

Collimator-detector Response Correction

The gamma camera’s spatial resolution is characterised by the spread of the profile
obtained from an image of a point source. Spatial resolution is defined as the FWHM of
the point spread function. It depends linearly on the distance between the source and the
detector for a gamma camera employing absorptive parallel-hole collimation. This effect,
known as the CDR, can be incorporated into the reconstruction algorithm (22).
Compensating for the CDR in SPECT is essential for accurate quantification. CDR
includes three components: a collimator scatter response, a geometric response as well as
a septal penetration response. The geometric response can be modelled analytically, and
this is the method of choice when the geometric response dominates, as with the lower
photon energy emitting radionuclides, such as technetium-99m. With higher photon
energy emitting radionuclides, such as with I-131 and to a certain extent [-123, septal
penetration and collimator scatter response is significant. Thus it needs to be modelled in
the CDR correction (31). The spatial resolution of the collimator is modelled so that the
spatial resolution in the axial and transverse planes are equivalent, maintaining the
precise shape of lesions. Recovery of resolution means that images of small lesions will
be reconstructed with more interaction events positioned spatially correct, increasing
image contrast, thus partially correcting for PVE (32). It is ideal to use precalculated
MC-based kernels in which the effects from septal penetration, collimator scatter, and

scatter from detector housing and electronics are considered (16).

Volume of Interest Definition and Calibration Factor

As with the definition of ROI in planar imaging, volumes of interest (VOIs) must be
defined accurately to obtain accurate quantification results. CT imaging is typically used
in conjunction with SPECT images to define VOIs. SPECT/CT systems generally
provide registered SPECT and CT images; however, when SPECT/CT images are
acquired at multiple timepoints, it is helpful to define a single set of VOIs and apply
them to subsequent datasets. Count statistics can now be obtained for several VOIs from

multiple timepoints (4,16).



However, as with planar quantification, a CF is needed to convert counts to units of
activity. In contrast to planar imaging, there is merit in mimicking the clinical scenario
when calculating a CF. Using a sphere (to mimic a tumour) in a water phantom, that
approximates scatter and attenuation conditions in patient imaging, may be more suited
(33). A calibration procedure based on a sphere in a cylindrical phantom has been
proposed previously (13,34). The acquisition procedure and corrections applied are the
same as those for routine patient imaging. The CF ultimately represents a system volume
sensitivity. This can be incorporated into the reconstruction process, resulting in images
representing activity distribution rather than count distribution. Activity values for each
volume of interest (VOI), representing each organ at risk and tumour, can be obtained for

each timepoint.

Partial Volume Effect Correction

An effective technique for improving PVE on reconstructed SPECT images is
incorporating resolution recovery, by means of CDR correction, into the reconstruction
algorithm. This option is available on most SPECT systems. It is mainly used to improve
image resolution, resulting in a more quantitatively accurate image; however, residual
partial volume effects (PVEs) will still be present. At best, PVEs are reduced in
magnitude, provided a sufficient number of iterations are performed (21). A simple
approach to correct the residual PVEs would be to estimate RCs for specific geometries
(varying object size) within a phantom and then generate an RC curve, as described for

planar imaging.

Time Activity Curves

A TAC can be created, similar to that for planar imaging, by plotting the activity in a
VOI to the corresponding timepoint. SPECT/CT derived time activity curves (TACs) are
considered quantitatively more accurate, thus should result in a more accurate absorbed

dose estimation (4).

iii. Hybrid WB planar-SPECT/CT

The downfall of planar imaging is its poor image contrast. This is overcome with
tomographic SPECT imaging, allowing for improved quantification accuracy. However,
a drawback of SPECT imaging for quantification purposes is its limited axial range of
imaging. To perform SPECT imaging covering the WB of the patient would be
impractical, as acquisition times are long. Conducting multiple WB SPECT studies per
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patient in most clinics would be challenging due to a large patient load. Using a
combination of WB planar and SPECT/CT imaging, one can take advantage of the
effectiveness and speed of WB planar imaging with the improved quantification
accuracy of SPECT/CT imaging. This hybrid method of imaging is beneficial in
institutions with large patient throughput, resulting in quantification accuracies similar to
that for SPECT/CT but with the speed of planar imaging. This method involves acquiring
multiple WB planar images over a period of time, which are processed using the GM and
corrections for scatter, attenuation and background activity. A single SPECT/CT study is
acquired in combination with a WB study at a single timepoint. The construction of the
TAC for each source organ is obtained by combining WB planar and SPECT/CT
information. The typical shape of the TAC is determined from the series of WB planar
images. The curve is then scaled to the quantified activity determined from the single
SPECT/CT timepoint. The assumption made is that quantitative SPECT/CT data is more
accurate than data obtained from WB planar images. The scaling factor is a simple ratio
between the activities obtained from the WB planar and quantified SPECT studies at the
same timepoint. This factor is then applied to all other timepoints, ultimately adjusting
the amplitude of the TAC (4, 16). Studies show that hybrid methods perform better than
purely planar-based methods and are comparable to fully SPECT/CT methods (35). For
the hybrid method to be successful, patients must fall in the selection criteria. Three
factors should be considered before performing hybrid WB planar-SPECT/CT
quantification, namely; (i) there should be minimal overlap between ROIs with high
activity uptake in WB planar images, (ii) the ROI should be included in the SPECT/CT
study, and lastly, (iii) ROI uptake and boundaries should be visible on the WB planar

image (35). If these criteria are met, this method of quantification can be performed.

1.1.3.2. Dosimetry

It is useful to know the absorbed dose to tumours and organs at risk, especially when

evaluating the radiobiological effect of radiopharmaceutical therapy (36).

Internal radiation dosimetry is used to describe the calculation of energy deposited by internal

radionuclides in organs. The most commonly used method for performing internal radiation

dosimetry is the method proposed by the Medical Internal Radiation Dosimetry (MIRD)

Committee of the Society of Nuclear Medicine (37). This method is versatile in calculating

the absorbed dose to selected organs as well as to the WB. MIRD considers variables
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associated with the deposition of ionising radiation and those associated with the biological
system for which dose is calculated. The MIRD formalism describes the mean absorbed dose

to a particular target organ, Dry, as follows,
Dry = ZhA~hS(rk « 1) (1.4)

where 7}, is the source organ, 7 is the target organ, A, is the cumulated activity for each
source organ, and S is the mean absorbed dose per cumulated activity from the source organ
to the target organ. The S value depends on the type and energy of the radiation, the size,
shape and composition of the target and source organs, and the distance between them.
Typical S values for multiple target and source organs for a range of radionuclides have been

published in MIRD pamphlet 11 (38, 39).

The cumulated activity is the total number of disintegrations from the radionuclide located in
a source organ. As mentioned, it can be calculated from as the area under the TAC. For pure
exponential biological washout the cumulated activity in a source organ, A,, can be

expressed as follows,
Ap=Ag foT (1.5)

where A, is the initial administered activity, f;, the fractional uptake and 7 is the so-called
"average lifetime" or residence time in the source organ, which is defined as follows,

_ T
T=rt (1.6)

where T, is the effective half-life of the radiopharmaceutical. The cumulated activity in a
source organ, when eliminated by physical decay only, is the same as if the activity was
present at a constant level A, for a time equal to the average lifetime (7) of the radionuclide.
Cumulated activity depends on the amount of activity taken up by the source organ and the
rate of elimination from the source organ. The rate of elimination is dependent on T,. It can
be determined by two factors, namely the biological half-life (Tjz) and the physical half-life
(Tp). The effective half-life is defined as follows (17),

T, = 28 (1.7)

" Tp+Tp

The S values used in the MIRD method are based on simplified assumptions that provide an

estimated dose to an average adult, adolescent, child or foetus. This limits the effectiveness of
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MIRD as organ shape, size, and position vary considerably from patient to patient (40). An
alternative method based on MC radiation transport can be adopted to overcome the

shortcomings of the MIRD method.

Full MC radiation transport is the most accurate method for patient-specific 3D absorbed
dose calculations; however, it is not well established in the clinic, as it is relatively time-
consuming (16). It uses quantitative NM images together with registered density maps to
model radiation transport in the patient. The process involves sampling decay locations from
the quantified NM images, assuming each voxel value indicates activity at a specific location
in the patient, corresponding to the voxel location. The transport of photons and electrons are
simulated based on the CT density map, and the energy deposited at each interaction site is
mapped on a separate matrix, equivalent to that of the NM image. This matrix then indicates

the absorbed dose in the patient.

The NM images required to perform MC dosimetry can either be planar (static or WB),
SPECT/CT or a combination of planar and SPECT/CT images (16). Using hybrid WB planar-
SPECT/CT quantification for dosimetry, one can take advantage of the high accuracy in 3D

imaging and the minimal effort required for planar imaging (41).

1.1.4. Monte Carlo techniques

MC techniques have played an essential role in the NM discipline. They have become a
method of choice to optimise instrumentation and clinical protocols, enhance image
correction techniques, and develop and implement patient-specific dosimetry (42). MC
simulations allow researchers to investigate what influence a parameter has on a system's
performance in a way that otherwise is difficult or even impossible to measure (43). The MC
method has been applied extensively in modelling gamma cameras for radionuclides,
including technetium-99m, 1-131 and lutetium-177 (13,20,44). There are various MC
simulation codes available for NM imaging, such as Simulation of imaging nuclear detectors

(SIMIND), SimSET and GATE (43,45-47).

In this work, the SIMIND MC code (48) was used to simulate WB planar and SPECT
images. This program models a standard clinical SPECT gamma camera, and with simple
modifications it can be used to perform a variety of calculations or measurements typically
encountered in NM imaging. There are two main programs which can be run, namely,

CHANGE and SIMIND. CHANGE allows the user to define the gamma camera to be
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modelled and the experimental setup to be simulated. This data is then written to an external
data file. SIMIND reads the input parameters created by CHANGE, and the actual simulation
is performed. The progress and a summary of the simulation results are displayed on the
screen, and several output files, including the simulated images, are saved. Considering MC
simulations are by default tedious and time-consuming, SIMIND also provides a more
efficient way of performing simulations by preparing a command file which allows a series of

simulations to be run consecutively (49).

SIMIND allows the use of not only analytical but also digital models, which are specially
designed objects that can be used for various purposes, from testing the effectiveness of a
new detector system to simulating new pharmaceuticals. By using digital models, more
controlled and consistent results can be obtained, in contrast to when using living subjects.
Furthermore, there are no radiation risks to patients or staff when using digital models. It is,
however, important that the models must mimic the response of human tissue (50). CT
systems are used to produce high-resolution 3D images of physical phantoms or patients.
These images give a good measure of the distribution of attenuating material within the
phantom or patient. The CT dataset can be used to create a voxel-based digital model of the
phantom or patient, where the CT numbers are used to assign a predetermined value to each
voxel in a structure, organ or tissue. The process is known as segmentation and results in a
single value being assigned to regions of similar density, thus eliminating small pixel to pixel
variations, producing an image where like densities are represented as uniform. The use of
voxel-based digital phantoms in MC simulations has become more important. It can be used
to produce more realistic images of the internal distribution of radiopharmaceuticals in

clinical studies (49,51).

LundADose is a MC-based dosimetry package developed by a team at the University of Lund
in Sweden (52). It contains SPECT/CT voxel-based dosimetry methods, including ordered
subsets-expectation maximisation (OS-EM) SPECT image reconstruction with corrections for
attenuation, scatter and collimator detector response. It allows for deformable image
registration as well as MC-based absorbed dose calculations. It also contains methods for WB
planar dosimetry, including image-based activity quantification on a pixel-by-pixel basis,
based on the conjugate view method, with appropriate corrections for attenuation, scatter and
background. This software has successfully been used in patient-specific radiopharmaceutical

therapy planning (52,53) and was used in this study.
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1.2.  Thesis rationale

The goal of any radiation treatment is to deliver a lethal dose of radiation to tumour cells
whilst maintaining safe levels of radiation to surrounding normal tissue. In external beam
radiation therapy, as well as for brachytherapy, routine patient-specific treatment planning is
performed. However, this is not the case in NM (54). Fixed levels of therapeutic
radionuclides are often administered to all patients, with the idea that "one size fits all". This
may lead to poor tumour control and, in some cases, high levels of normal tissue
complications (3). Tailored radiopharmaceutical therapy planning aims at predicting the
amount of activity to be administered to an individual, ensuring optimal tumour control
whilst sparing surrounding normal tissues. For this reason, tailored radiopharmaceutical
therapy planning should be mandatory, and with the introduction of theragnostics and
significant technological improvements, it is now possible (3,4). Results from a European
survey, on the implementation of dosimetry in the practice of molecular radiotherapy, showed
that 59.0% of the 208 centres participating in the study, provide I-131-mIBG therapies, with
some level of dosimetry, and only 18.0% employ dosimetry-based activity prescriptions
(55,56).

This leads to the intention of this study, which was to introduce hybrid WB planar-
SPECT/CT based dosimetry to Universitas Academic Hospital (UAH) in Bloemfontein,
South Africa. As mentioned previously, in most clinics, performing multiple WB SPECT/CT
imaging per patient for dosimetry purposes is impractical and nearly impossible due to the
large patient load. Using a combination of WB planar and SPECT/CT imaging, one can take
advantage of the effectiveness and speed of WB planar imaging with the improved
quantification accuracy of SPECT/CT imaging. This hybrid method of imaging is beneficial
in institutions with large patient throughput, resulting in quantitative accuracies similar to that

obtained from full SPECT/CT imaging, with the speed of WB planar imaging.

1.3. Aim and objectives

This thesis aimed to assess the accuracy of patient-specific dosimetry in [-131 therapy using
hybrid WB planar-SPECT/CT imaging. The study was based on MC simulations of voxel-
based digital phantoms, using the SIMIND MC code emulating the Siemens Symbia T16

dual-head gamma camera.

1.17



The following objectives were considered and presented in four papers,

I.  Validation of the accuracy of an energy resolution model for SIMIND
II.  Setup and verification of the SIMIND MC simulator for both I-123 (LEHR and
ME collimator) and I-131 (HE collimator)

II.  Assess the accuracy of activity quantification for WB planar and SPECT images,
for both I-123 (LEHR and ME collimator) and I-131 (HE collimator)

IV. Evaluation of the accuracy of absorbed dose calculations for tumours and organs
at risk, based on hybrid WB planar-SPECT/CT imaging, using quantification data
of both 1-123 (LEHR and ME collimator) and I-131 (HE collimator) to predict
the absorbed dose for I-131-mIBG radiopharmaceutical therapy, using
LundADose.

1.4. Summary of papers

Papers [ to IV, summarised below, form the basis of Chapters 2 to 5.

Paper 1I: Modelling of energy-dependent spectral resolution for SPECT Monte Carlo
simulations using SIMIND

When making use of MC simulation software, it is essential to ensure that the intrinsic
characteristics of the imaging system are defined correctly. One such characteristic is the
energy resolution, which is described as the system's ability to distinguish between two
radiation energies with a small energy difference. The purpose of this article was to validate
the accuracy of an energy resolution model for the SIMIND MC code emulating the Siemens
Symbia T16 dual-head gamma camera. This was achieved by fitting the proposed energy
resolution model to measured energy resolution values as a function of photon energy,
ranging between 27.0 and 637.0 keV. The accuracy of the fitted model was then validated by
comparing measured and simulated energy spectra obtained from in-air and in-scatter
measurements. Finally, the energy spectra from radionuclides simulated in a voxel-based
digital patient phantom were compared and evaluated. This paper includes work that has been

published in Heliyon (57). The front page of the article is shown in Appendix A.



Paper I1: Validation of a SIMIND Monte Carlo modelled gamma camera for lodine-123 and

lodine-131 imaging

The goal of this article was to validate the SIMIND modelled Siemens Symbia T16 dual-head
gamma camera for [-123 using both the LEHR and ME collimators and I-131 using the HE
collimator. This paper includes work that has been published in Heliyon (58). The front page
of the article is shown in Appendix B.

Paper IIl: Evaluation of lodine-123 and lodine-131 SPECT activity quantification: A Monte

Carlo Study

Th purpose of this article was to develop and evaluate a SPECT activity quantification
method for I-123 with the LEHR and ME collimators and I-131 with the HE collimator. This
was achieved by optimising the number of OS-EM updates for the SPECT iterative
reconstruction algorithm and the CF, determining appropriate RC curves, and validating the
quantitative method with voxel-based digital simple and patient phantoms. This paper
includes work that has been published in European Journal of Nuclear Medicine and

Molecular Imaging Physics (59). The front page of the article is shown in Appendix C.

Paper 1V: Accuracy of patient-specific dosimetry using hybrid planar-SPECT/CT imaging

The goal of this article was to assess the accuracy of patient-specific absorbed dose
calculations for tumours and organs at risk based on hybrid WB planar-SPECT/CT imaging.
The study used the true and quantitative activity data from both 1-123, and 1-131 MC
simulated voxel-based digital patient phantoms to determine the accuracy of the absorbed
dose for I-131-mIBG radiopharmaceutical therapy. A novel method of replacing the
reconstructed quantified activity distribution with a uniform activity distribution, thereby
eliminating the Gibbs artefacts, was proposed, and led to accurate dosimetry results.
Furthermore, absorbed dose values to the liver and tumours were evaluated when dosimetry
simulations were performed with both photon and beta interactions, as well as with beta
interactions only. This paper is a publishable manuscript and is being finalised for

submission for publication.
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Modelling of energy-dependent spectral resolution

for SPECT Monte Carlo simulations using SIMIND.
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2.1. Introduction

Monte Carlo (MC) modelling techniques have been used extensively in the field of nuclear
medicine (NM) over the past 50 years. These techniques are ideal in NM because of the
stochastic nature of radiation emission, transport, and the detection process. Essential
applications of MC modelling techniques in NM include evaluation of collimator and detector
design, image reconstruction and scatter correction techniques, as well as internal dosimetry.
MC techniques are also useful in studying phenomena that may be impractical, or impossible
to measure, such as collimator septal penetration and scatter. Various MC simulation codes
with application to NM imaging, such as Simulation of imaging nuclear detectors (SIMIND)
(1), SimSET (2) and GATE (3), are available, illustrating the significance of MC simulations
in NM.

The importance of patient-specific radiopharmaceutical therapy for cancer therapy has
increased over the past decade (4-8). Thus, accurate image quantification has become
increasingly important in NM. MC techniques have been used extensively to evaluate
quantification procedures in NM imaging (9-12). When making use of MC simulation
software, it is essential to ensure that the intrinsic characteristics of the imaging system are
defined correctly. One such characteristic is the energy resolution, which is described as the
system's ability to distinguish between two radiation energies with a small energy difference
(13). Factors such as variations in the number of light scintillation photons generated in the
crystal, the number of photoelectrons produced in the photocathode, as well as the
multiplication factor of the photomultiplier tubes, all contribute to variations in the signal
amplitude produced by the photomultiplier tube. For every keV of absorbed energy in a sodium
iodide (Nal) crystal, approximately 38 light photons are emitted. This relates to a single light
photon per approximately 30.0 eV of absorbed energy (14). Depending on the quantum
efficiency of the photocathode, N number of photoelectrons are released from the
photocathode, upon absorption of a light photon. For events where the crystal has absorbed the
same amount of energy, the resultant photomultiplier tube signal amplitude will vary depending
on the number of photoelectrons released. If we assume Poisson statistics (discrete probability
distribution), the variations can be described by the standard deviation, v/N. Ultimately, this
results in an energy spectrum, which is not a narrow line, but a Gaussian-shaped response
(continuous probability distribution), as shown in Figure 2.1. A system will thus be able to

resolve two energies if they are separated by at least the value of the system's full width half
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maximum (FWHM), which is the width of the distribution at half the maximum value of the

Gaussian photopeak, for a given photon energy.

10D = =m==m=as

i !
FWHM

Relative Detected Events (N)

Photon Energy (keV)

Figure 2.1. Definition of FWHM.

Considering the number of photoelectrons produced depends on the absorbed energy, (E), one

can assume the simple energy resolution relationship (14-15),
FWHM « 1/VE 2.1)

It has been noted that this simplified relationship does not accurately predict the gamma camera
detector response across all energies. When making use of the relationship above, the FWHM
values at higher energies are underestimated (16-18). Any under- or overestimation of the
energy resolution can ultimately affect the accuracy of the simulated image, which may lead to
poor agreement between measured and simulated images. Inaccuracies could influence the
quantification accuracy of scintillation images, which is vital in the process of performing

internal dosimetry (18-19).

Hakimabad et al. (20) proposed a nonlinear response function (Equation 2.2) to model the

energy resolution of a 3 x 3 in. Nal scintillation detector;

FWHM = a + bVE + cEZ (2.2)

with E the photon energy, and a, b and ¢ curve-fitting parameters. The use of this function to
model the energy resolution of a gamma camera has not yet been reported in a scientific journal

and was therefore evaluated in this study.

The study aimed to validate the accuracy of the proposed energy resolution model for the

SIMIND MC code emulating the Siemens Symbia T16 dual-head gamma camera. This was
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achieved by fitting the proposed energy resolution model to measured energy resolution values
as a function of photon energy, ranging between 27.0 and 637.0 keV. The accuracy of this fitted
model was then validated by comparing measured and simulated energy spectra obtained from
in-air and in-scatter measurements. Finally, the energy spectra from radionuclides simulated in

a voxel-based digital patient phantom were compared and evaluated.

2.2. Materials and methods

A dual-head Siemens Symbia T16 (Siemens Healthcare, Erlangen, Germany) single-photon
emission computed tomography/computed tomography (SPECT/CT) gamma camera is used
for routine clinical studies at Universitas Academic Hospital (UAH), Bloemfontein, South
Africa. The system is equipped with low energy high resolution (LEHR), medium energy low
penetration (ME) and high energy (HE) collimators which were used for the respective
extrinsic experimental measurements in this study. The Siemens Symbia T16 gamma camera
was modelled using version 6.2 of the SIMIND MC code (1). The SIMIND MC code, written
in FORTRAN-90, is a program, which simulates a standard clinical SPECT camera. With
simple modifications, SIMIND can be used to perform a variety of calculations or

measurements typically encountered in the field of NM.

When creating the virtual Siemens Symbia T16 system using the SIMIND MC code, all
detector (crystal and collimator) characteristics were defined according to the Siemens Symbia
T Series specification sheet (21). The thickness of the aluminium cover was set to 0.1 cm.
SIMIND does not model the photomultiplier tubes nor any of the electronics; thus, a layer of
backscatter material, mimicking the photomultiplier and electronic assembly, was simulated.
This material has a density of 1.47 g.cm™ and consists of boron (4.0%), oxygen (54.0%),
sodium (2.8%), aluminium (1.2%), silicon (37.7%) and potassium (0.3%). The thickness of
backscatter material which mimicked the photomultiplier and electronic assembly of the
physical gamma camera was set to 7.5 cm. The intrinsic spatial resolution of the physical
gamma camera was obtained from acceptance test results and used as input into SIMIND. This
ensured that the intrinsic characteristics of the virtual gamma camera were the same as that of

the physical gamma camera.

The physical properties of the radionuclides used in this study and incorporated in SIMIND are
shown in Table 2.1 (22). The minimum backscatter photon energy refers to the energy of the
photon, originating from the backscattering medium (photomultiplier and electronic assembly),

which has scattered at a 180° angle, before being absorbed in the crystal (14).
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Table 2.1
Characteristics of the radionuclides used in this study, including photopeak energies,

abundances and minimum backscatter photon energies (22).

. . Photopeak energy Minimum backscatter
Radionuclide (keV) Abundance (%) photon energy (keV)
Am-241% 59.5° 35.92 48.3
Ba-133 30.8% 48.10 27.5

35.5% 11.34 31.2

80.9° 33.31 61.4

356.0 62.05 148.7

383.8 8.94 153.4

F-18 511.0" 193.72 170.3
Ga-67° 93.3* 38.10 68.3
184.8* 20.96 107.2

300.2° 16.60 138.0

393.5 4.59 154.9

[-12314° 27.38 35.34 24.7
159.0° 83.25 98.0

528.9 1.28 172.3

[-13174° 364.5* 81.20 150.2
636.9° 7.12 182.3

722.9 1.79 188.8

Lu-177t¢ 55.28 2.19 45.4
112.9° 6.20 78.3

208.4* 10.38 114.8

Tc-99m'* 140.5" 88.50 90.7

* energy photopeaks included in the fitted model

" radionuclides considered for the extrinsic in-air energy spectra measurements and simulations
! radionuclides considered for the extrinsic in-scatter energy spectra measurements and
simulations

®radionuclides considered for the voxel-based digital patient phantom simulations

Y average energy and abundance for multiple emissions
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2.2.1 Modelling of intrinsic energy resolution
2.2.1.1 Intrinsic energy spectra: measurements and modelling

Radioactive sources listed in Table 2.1 were positioned at 30.0 cm from one of the gamma
camera detectors without a collimator and energy spectra were acquired from the source in air.
Gamma camera acceptance tests showed little difference between the two detectors; thus, only
a single detector was used in this study. The opposing detector was extended as far back as
possible to minimise the contribution of backscatter from the second detector. The
experimental setup is shown in Figure 2.2. Intrinsic energy spectra, with a digital resolution of
1.3 keV per channel, were acquired to obtain 30 000 counts in the channel with the highest
count contribution. All intrinsic energy spectra acquisitions were repeated three times. The
acquired energy spectra were exported from the manufacturer's computer and analysed using
the public domain software, ImagelJ (version 1.52r) (23). The main emission photopeaks were
fitted with a Gaussian function, and the FWHM (keV) values were calculated for each
photopeak. The measured intrinsic FWHM values (keV) were plot as a function of photon

energy, and the curve fitting parameters of Equation 2.2 were determined using Imagel.

iso cm

—— Styrofoam

Source

—— Patient bed

Figure 2.2. Experimental setup for measurement of in-air intrinsic energy spectra.

Computed tomography (CT) images were acquired of the setup, for use in the simulation. The
CT acquisition was carried out in a 512 %512 image matrix with a pixel size of

0.127 x 0.127 cm? and a slice thickness of 0.5 cm.
2.2.1.2 Intrinsic energy spectra: Monte Carlo simulations

SIMIND allows for three methods to incorporate energy resolution, based on (i) a theoretical
model defined by Equation 2.1, normalised to Tc-99m, (ii) a predetermined fixed FWHM value
for a specific photon energy, or (iii) a fitted model estimated from measured data, defined by

Equation 2.2. When making use of method (i) and (ii), SIMIND requires the measured FWHM
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value of Tc-99m, and that of the relevant photon energy, respectively. Method (iii) requires the
user to specify the fitting parameters of the function (Equation 2.2) used to model the energy
resolution. In this study, energy resolution estimation methods (i) and (iii) were utilised.
Neither of these two methods require the user to determine the gamma camera energy

resolution for the radionuclide of interest.

The CT images acquired with the CT of the physical gamma camera were segmented using
ITK-SNAP version 3.6.0 (24). The segmented images were used to create a voxel-based digital
phantom, as described by Ramonaheng et al. (25). This ensured that the setup for the simulation
was identical to that of the measurement. Each segmented region was assigned a unique value,
as shown in Figure 2.3. This value, together with the radioactivity concentration to be
simulated, was defined in a text file. The CT images were converted from Hounsfield units to
density values using an in-house software program developed in Visual Basic. The software
program incorporates a bi-linear conversion model, which is based on measurements acquired
with the Gammex RMI-465 phantom (26-27). The density images, along with the segmented
images and text file, served as input for the SIMIND MC code.

Figure 2.3. Transverse slice of the segmented CT image of the source, Styrofoam block and

patient bed.

Intrinsic energy spectra were simulated for each of the radionuclides listed in Table 2.1 using
both the theoretical and the fitted models. The stop condition for each simulation was set equal
to the duration of the energy spectra acquisitions on the physical gamma camera. A high
number of histories (> 1 billion) were simulated for each energy spectrum. The FWHM was
calculated for each main emission photopeak, in the same manner as for the measured energy

spectra.

All MC simulations were performed on the computer cluster of the High-Performance
Computing unit situated at the University of the Free States. The cluster has 36 computer nodes

which perform calculations with 5560 CPU cores and 13.8 terabytes of system memory. The
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simulations in this study made use of 2 of the 36 computer nodes, with 100 CPU cores per

node.

2.2.2 Validation of the fitted energy resolution model

To validate the fitted model, a series of extrinsic (detector fitted with an appropriate collimator)
energy spectra were acquired on the Siemens Symbia T16 gamma camera and also simulated.
These energy spectra included in-air and in-scatter measurements and simulations for the
radionuclides indicated in Table 2.1 (in-air (V) and in-scatter (*)). All in-air acquisitions were
repeated three times. However, due to long acquisition times and the lack of availability of the

clinically used gamma camera, in-scatter acquisitions were only performed once.
2.2.2.1 Extrinsic energy spectra: measurements

A series of in-air extrinsic energy spectra were acquired on the physical gamma camera for
Am-241, 1-123 and Tc-99m using the LEHR collimator, 1-123 and Lu-177 with the ME
collimator and I-131 using the HE collimator, at a distance of 30.0 cm from the detector. The
experimental setup is shown in Figure 2.4a. Additionally, in-scatter extrinsic energy spectra
were acquired for Tc-99m and 1-123 using the LEHR collimator, I-123 with the ME collimator
and I-131 using the HE collimator. Similar to the in-air measurements, the individual sources
were positioned 30.0 cm from the detector, with an added 15.0 cm of Perspex®, as shown in
Figure 2.4b. The spectra were processed in the same manner as for the intrinsic energy spectra,
and FWHM values were calculated for each main emission photopeak as listed in Table 2.1(in-

air (). The in-scatter energy spectra were visually evaluated. As before, CT images were

acquired of each experimental setup for use in the simulation procedure.

Collimator

30cm

30cm
Perspex

Source

Styrofoam

— Patient bed ——

Figure 2.4. Experimental setup for measurement of extrinsic (a) in-air and (b) in-scatter.



2.2.2.2 Extrinsic energy spectra: Monte Carlo simulations

In-air and in-scatter extrinsic energy spectra were simulated, with the appropriate collimators,
for radionuclides as listed in Table 2.1(in-air (") and in-scatter (*)), using both the theoretical
and fitted models. The stop condition and number of photons simulated per energy spectra were
the same as that for the intrinsic energy spectra simulations. The FWHM values for the main

photopeak’s were calculated for the in-air extrinsic energy spectra.

The overall simulated and measured extrinsic energy spectra were visually evaluated and

compared for both the in-air and in-scatter extrinsic energy spectra.

2.2.3 Comparison of the energy resolution models in a simulated voxel-based digital

patient phantom

Energy spectra obtained from simulations of a voxel-based digital patient phantom, with both
the theoretical and fitted energy resolution models, were compared. To create a voxel-based
digital patient phantom, CT image data of a patient study carried out in UAH, was randomly
and anonymously selected retrospectively from the Symbia T16 patient database. The voxel-
based digital patient phantom was created as described before (Section 2.2.1.2). Three different
sized spheres (0.5 cm, 3.0 cm and 5.0 cm diameters), mimicking spherical tumours, were
digitally added to the thorax of the voxel-based digital patient phantom (Figure 2.5).
Radionuclides typically used in targeted radionuclide treatment procedures as well as

radionuclides with multiple photopeak’s (listed in Table 2.1(%)) were considered.

Figure 2.5. Schematic showing the position of the three spherical tumours in the patient

phantom.
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[-123, Lu-177, Ga-67 and 1I-131 radioactivity concentrations were assigned respectively to the
tumours, lungs, liver and soft tissue of the patient phantom (tumour to background ratio of
100:1, tumour to liver ratio of 100:7.5 and tumour to lung ratio of 100:3.3). The radioactivity
concentration values were based on clinical SPECT patient data. Anterior whole-body images
were simulated for, I-123 with the LEHR collimator, I-123 and Lu-177 with the ME collimator,
and I-131 with the HE collimator. Energy spectra generated from the simulated data, with both

the theoretical and fitted energy resolution models, were visually evaluated.
2.3. Results
2.3.1 Modelling of intrinsic energy resolution

The measured intrinsic energy resolution expressed as FWHM (keV) for photopeak’s listed in
Table 2.1 was plot as a function of energy in Figure 2.6. As a comparison, the theoretical and
fitted modelled energy resolution values are also reported on the graph. The fitted model was

determined as

FWHM = —0.534 + 0.946VE + 0.006E? (2.3)

with an r? value of 0.993.
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Figure 2.6. Comparison between the measured and simulated (theoretical and fitted models)

intrinsic energy resolution.
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It is important to note that all the radionuclides with multiple photon energies that could not be
resolved by the gamma camera (i.e. Ba-133: 30.6, 30.9, 35.0 and 35.9 keV; Ba-133: 356.0 and
383.4 keV; 1-123: 27.2, 27.4, 31.1 and 31.7 keV; Lu-177: 54.6 and 55.7 keV) were not

considered in the model.

Table 2.2 shows the FWHM values obtained from the measured and simulated (using both the
theoretical and fitted models) energy spectra for different photopeak’s. FWHM differences
between the simulated and measured results are reported for each of the radionuclides
photopeak energies. FWHM average and standard deviation values for the three measurements

of each photopeak energy are tabulated.

Table 2.2
Intrinsic measured and simulated FWHM values and differences between measured and

simulated data for each radionuclide at their photopeak energies.

Simulated
Radionuclide 51111::;))[’)eak Measured Theoretical model Fitted model
(keV) FWHM FWHM Difference FWHM Difference

(keV) (keV) (keV) (keV) (keV)
I-123 27.3 6.5 =+ 0.03 7.0 0.5 5.7 -0.8
Ba-133 30.8 64 + 0.01 7.4 1.0 6.0 -0.4
Lu-177 55.2 89 + 023 10.1 1.2 9.0 0.1
Am-241 59.5 73  += 0.04 9.0 1.7 8.2 0.9
Ba-133 80.9 9.1 + 0.09 10.6 1.5 10.3 1.2
Ga-67 933 109 =+ 0.04 11.3 0.4 11.3 0.4
Lu-177 112.9 125 + 0.19 12.7 0.2 13.2 0.7
Tc-99m 140.5 134 + 0.02 13.6 0.2 14.9 1.5
I-123 159.0 151 + 0.07 14.4 -0.7 16.4 1.3
Ga-67 184.8 184 + 0.22 15.9 -2.5 19.1 0.7
Lu-177 208.4 197 + 0.24 16.5 -3.2 20.2 0.5
Ga-67 300.2 290 £ 0.16 19.8 -9.2 27.4 -1.6
Ba-133 356.0 364 + 0.27 22.0 -14.4 33.1 -33
[-131 364.5 339 £ 0.06 21.8 -12.1 32.5 -1.4
F-18 511.0 414 £+ 0.14 25.8 -15.6 43.5 2.1
[-131 636.9 527 + 0.74 29.2 -23.5 53.8 1.1

2.11



According to Table 2.2, the largest standard deviation of the FWHM values calculated from
the measured data was 0.74 keV for the 636.9 keV photopeak of [-131 (relative standard
deviation of 1.5%). Note that the energy spectra were acquired with a digital resolution of
1.3 keV per channel; thus, the standard deviations obtained indicate that the inherent noise in

the measurements was acceptable.

The measured and simulated intrinsic energy spectra, based on both the theoretical and fitted
models, for each of the radionuclides listed in Table 2.2 are compared in Figure 2.7a to Figure
2.7h, respectively. All energy spectra were normalised and peaked to their respective main
emission photopeaks for comparing the relative energy resolution of the spectra. The
prominent photopeaks (P), backscatter peaks (B) and Compton edges (C) are indicated on the

energy spectra.
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Figure 2.7. Comparison of the measured and simulated intrinsic energy spectra for the
theoretical and fitted models for (a) Ba-133, (b) Lu-177, (c) Am-241, (d) Ga-67, (e) Tc-99m,
() I-123, (g) I-131 and (h) F-18. The photon energy photopeak (P), backscatter peak (B) and

Compton edge (C) are indicated on the energy spectra.
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2.3.2 Validation of the fitted energy resolution model

Table 2.3 shows the calculated FWHM values and differences between the measured and

simulated extrinsic in-air data for radionuclides listed in Table 2.1("). As for the intrinsic

measurements, average and standard deviation values for the three measurements of each

photopeak energy are reported.

Table 2.3

Extrinsic in-air FWHM values and differences between the measured and simulated data,

for respective radionuclides photopeak energies with the highest abundance.

Photopeak Measured

Radionuclide energy

Simulated

Theoretical model

Fitted model

(keV) FWHM FWHM Difference FWHM Difference

(keV) (keV) (keV) (keV) (keV)
Lu-177 ME 55.2 8.7 = 0.22 10.3 1.6 8.9 0.2
Am-241 LEHR 59.5 6.6 =+ 0.01 9.0 24 8.3 1.7
Lu-177 ME 112.9 123 + 0.18 12.9 0.6 13.5 1.2
Tc-99m LEHR 140.5 13.1 = 0.03 13.6 0.5 14.9 1.8
[-123 LEHR 159.0 17.1 + 0.05 17.4 0.3 20.2 3.1
[-123 ME 159.0 148 =+ 0.04 14.8 0.0 16.6 1.8
Lu-177 ME 208.4 19.2 =+ 0.11 16.6 -2.6 20.2 1.0
I-131 HE 364.5 38.6 = 0.08 23.5 -15.1 36.5 -2.1

Figure 2.8 and Figure 2.9 show the extrinsic in-air and in-scatter energy spectra for

radionuclides listed in Table 2.1 (in-air (*) and in-scatter (*)). The standard deviation values

reported in Table 2.3 for the average measured in-air extrinsic FWHM values indicate a small

measurement error similar to the intrinsic measured data in Table 2.2.
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Figure 2.8. Comparison of the measured and simulated extrinsic in-air energy spectra for (a)
Am-241 with the LEHR collimator, (b) Tc-99m with the LEHR collimator, (¢) I-123 with the
LEHR collimator, (d) I-123 with the ME collimator, (¢) Lu-177 with the ME collimator and
(f) I-131 with the HE collimator.
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Figure 2.9. Comparison of the measured and simulated extrinsic in-scatter energy spectra
with 15.0 cm scatter media for (a) Tc-99m with the LEHR collimator, (b) I-123 with the
LEHR collimator, (c) I-123 with the ME collimator, and (d) I-131 with the HE collimator.

2.3.3 Comparison of the energy resolution models in a simulated voxel-based digital

patient phantom

Figure 2.10 shows the simulated extrinsic energy spectra obtained with the voxel-based digital
patient phantom for I-123 using both the LEHR and ME collimators, for Lu-177 and Ga-67
using the ME collimator and for 1-131 with the HE collimator. These spectra were not
normalised to their respective main emission photopeak’s. The raw counts, obtained directly
from the simulated image, are represented on the y-axis. The difference in sensitivity, as a

result of the different energy resolution models, is clearly visible.
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Figure 2.10. Comparison of the simulated extrinsic energy spectra obtained from the
theoretical and fitted models of the patient phantom for (a) I-123 with the LEHR collimator,
(b) I-123 with the ME collimator, (¢) Lu-177 with the ME collimator, (d) Ga-67 with the ME
collimator and (e) I-131 with the HE collimator.
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2.4. Discussion
2.4.1 Modelling of intrinsic energy resolution

The measured and simulated FWHM values compare well at energies below 160.0 keV for
simulations with both the theoretical and fitted models (Figure 2.6). For photon energies below
160.0 keV, the maximum absolute difference between the measured and simulated FWHM
values using the theoretical and fitted models were 1.7 keV for Am-241 (59.5 keV) and
1.5 keV for Tc-99m (140.5 keV), respectively (Table 2.2). It is important to note that the
simulations performed with the theoretical model made use of a predetermined intrinsic energy
resolution value for Tc-99m, thus explaining the small difference (0.2 keV) between the
measured and simulated intrinsic FWHM value. From Figure 2.6, it is evident that the fitted
model accurately predicts the FWHM values above 160.0 keV, with a maximum absolute
difference between the measured and simulated FWHM values of 3.3 keV for the 356.0 keV
photopeak of Ba-133. In contrast, the theoretical model gradually underestimates the FWHM
values as the photopeak energy increases above 160.0 keV, with a maximum difference of
23.5 keV for the 636.9 keV photopeak of I-131. This underestimation may lead to inaccurate
radioactivity quantification when simulating NM images with high-energy photon emitting
radionuclides (e.g. I-131), as well as radionuclides with multiple photopeak’s (e.g. Lu-177, I-
131 and Ga-67).

Energy spectra shown in Figure 2.7 are normalised and peaked to their respective main
emission photopeak’s allowing for easy comparison of energy resolution, however, this makes
visual comparison of the measured and simulated energy spectra difficult. Notwithstanding this
limitation, measured and simulated energy spectra, using the fitted model, show good
agreement. It is important to note that the discrepancies noted on all the measured and
simulated energy spectra at the low photon energies are due to the cut-off of photon energies
at approximately 20.0 keV, respectively, for the Siemens Symbia gamma camera. Thus, photon
energies below this are not reflected in any of the measured energy spectra. The cut-off of
photon energies below 20.0 keV resulted in decreased amplitudes for the combined 30.8 keV
and 35.5 keV photopeak for Ba-133 as well as for the 27.3 keV photopeak of I-123. The small
offset between the measured and simulated photopeak’s, visible on the spectra of Lu-177, F-
18 and the high-energy 1-123 and I-131 photopeak’s is due to the nonlinear energy response of
the detector to Compton and photoelectric events (14), which is not considered in the Monte

Carlo simulation. This was also reported by Ramonaheng et al., for Lu-177 (25).
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The difference noted between the measured and simulated energy spectra can be attributed to
the addition of backscatter photons, originating from the second detector, which was included
in the measurement, but not in the simulation. The simulated energy spectra only reflect
backscatter originating from the detector components. Figure 2.7b shows the backscatter peak
at 114.8 keV, originating from the 208.4 keV Lu-177 photopeak, which can't be distinguished
from the 112.9 keV photopeak. This explains the difference between the amplitudes of the

measured and simulated energy spectra at 112.9 keV.

The simulated energy spectra obtained with the theoretical model, however, show larger
discrepancies when compared to the measured data. This is primarily due to the theoretical
model not taking into account the variances of the photomultiplier tube gain and electronics as
pointed out by Cherry et al. 14. Significant differences were visible, on Figure 2.7, at the higher
energy photopeak’s (Ba-133: 356.0 keV; Ga-67: 300.2 keV; 1-123: 528.9 keV; I-131:
364.5 keV and 636.9 keV and F-18: 511.0 keV).

The small discrepancies visible in the Compton region for Lu-177 can be attributed to minor
differences in the physical and simulated source geometries for this radionuclide. The large
differences in the Compton regions for I-131 and F-18 measured and simulated with the
theoretical model, is a result of incorrect modelling of the energy resolution at high energies.

The limitations of the theoretical model were also reported by Rault et al. (17).

In general, Figure 2.7 shows that measured energy spectra at the higher energy range

(> 160.0 keV) were better simulated using the fitted model.
2.4.2 Validation of the fitted energy resolution model

From Table 2.3, it is evident that the theoretical model underestimates the FWHM values at
high photon energies (Lu-177 and I-131), with the largest absolute difference of 15.1 keV for
the 364.5 keV photopeak of I-131. The FWHM values obtained with the fitted model is in better
agreement with the measured data for Lu-177 (208.4 keV) and I-131 (364.5 keV). The largest
discrepancy obtained between the FWHM values of the measured and simulated energy

spectra, using the fitted model, was 3.1 keV.

The effect of septal penetration for I-123 with the LEHR collimator is evident, as the extrinsic
in-air FWHM value at 159.0 keV (Table 2.3) is larger than that of the intrinsic FWHM value
(Table 2.2). I-123 with the ME collimator shows a good agreement between the intrinsic and
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extrinsic FWHM values at 159.0 keV. This is because the effect of septal penetration is less
when using the ME collimator. As with I-123 with the LEHR collimator, the effect of septal
penetration is evident in the increase in the extrinsic FWHM of [-131 using the HE collimator,

in comparison to the intrinsic FWHM.

Differences noted between the measured and simulated extrinsic energy spectra (Figure 2.8
and Figure 2.9) were similar to that of the intrinsic energy spectra (Figure 2.7). As mentioned
previously, the discrepancy noted between the measured and simulated energy spectra at low
photon energies is due to the photon energy cut-off at 20.0 keV. Backscatter peaks in the
extrinsic in-air measured energy spectra (Figure 2.9) were less prominent than in the measured
intrinsic energy spectra (Figure 2.7) due to collimation. Due to the energy spectra being
normalised and peaked to their respective main emission photopeak’s, small differences are
noted between the measured and simulated high-energy photopeak’s of I-123 and 1-131 for
both the in-air and in-scatter energy spectra. The measured energy spectra at these high-energy
photopeak’s were better simulated using the fitted model. As for the intrinsic energy spectra,
the slight offset noted between measured and simulated photopeak’s can be attributed to the

nonlinear energy response of the detector.

Figure 2.8f and Figure 2.9d show an overall underestimation of the I-131 lower energy
Compton regions when simulating with the theoretical model. This can be attributed to the
normalisation of the energy spectrum at the 364.5 keV photopeak. The fitted model better

emulates both the in-air and in-scatter measured I-131 energy spectra.

2.4.3 Comparison of the energy resolution models in a simulated voxel-based digital

patient phantom

Figure 2.10a and Figure 2.10b show minor differences between the energy spectra simulated
with the theoretical and fitted energy resolution models for I-123 with both the LEHR and the
ME collimator. However, the amplitude of the 159.0 keV photopeak obtained using the
theoretical model exceeds that of the fitted model. This may lead to a difference in image
quality and quantification. Figure 2.10c to Figure 2.10e shows a large discrepancy between the
simulated high-energy photopeak’s of Lu-177, Ga-67 and I-131. Differences are also noted in
the scatter regions below and above the 208.4 keV Lu-177 photopeak, the 184.8 keV,
300.2 keV and 393.5 keV Ga-67 photopeak’s and the 364.5 keV I-131 photopeak. If image

quantification includes energy window-based scatter correction, inaccurate quantification may
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result due to these differences. These differences are more pronounced with increasing
photopeak energy, as expected. It is important to note the difference at the high-energy
photopeak’s for [-123 (528.9 keV) and I-131 (636.9 keV). There is a strong drive to correct for
collimator septal scatter and penetration as part of quantification procedures. Thus, incorrect

simulation of these photons may result in inaccurate quantification compensation techniques.
2.5. Conclusion

The measured and simulated FWHM values compare well at energies below 160.0 keV for
both simulations with the theoretical and fitted models. At energies above 160.0 keV, the
theoretical model gradually underestimates the FWHM values as the photopeak energy
increases, with differences up to 23.5 keV. In contrast, the fitted model accurately predicts the
FWHM values, across all photopeak energies, with a maximum absolute difference of 3.3 keV.
Intrinsic energy spectra simulated with the fitfed model for Ba-133, Lu-177, Am-241, Ga-67,
Tc-99m, 1-123, 1-131 and F-18 compared well to the measured energy spectra. Intrinsic energy
spectra simulated with the theoretical model resulted in large discrepancies for [-131 and F-18

as well as for the high-energy photopeak’s of Ba-133 and I-123.

Similar results were obtained for the extrinsic energy spectra as for the intrinsic data when
simulated using the theoretical model, with FWHM differences up to 15.1 keV. Overall, the
energy spectra simulated with the fitted model compared well with the measured energy
spectra. The most notable difference between the simulated spectra using the theoretical model
and the measured data was seen for the I-131 spectrum. Minor differences noted between
measured and simulated energy spectra, in the Compton region, could be attributed to the

normalisation at respective photopeak’s.

When a scatter medium was introduced, both the theoretical and fitted models show good
agreement to the measured energy spectra for I-123 with the LEHR and ME collimators.
However, for I-131, the overall energy spectrum simulated with the fitted mode! better matched
the measured energy spectrum. Both the I-123 and I-131 higher energy photopeak’s (528.9
keV and 636.9 keV) simulated with the fitted model, resembled the measured photopeak’s more

accurately.

The energy spectra obtained from simulations in a clinical scenario were compared when using
the theoretical and fitted models for 1-123, Lu-177, Ga-67 and 1-131. Differences observed

were more pronounced as the photon energy increased. Image quantification may be affected
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due to these differences. Accurate image quantification becomes increasingly important with

the demand for patient-specific radiopharmaceutical therapy planning and dosimetry.

This study did not make provision for estimating the quantification error that may be introduced
due to incorrect modelling of the energy resolution of the gamma camera. A follow-up study
should be conducted that considers different patient geometries, with a complete quantification

protocol, including scatter and attenuation correction of planar and SPECT images.

This study shows that modelling of the energy resolution across all energies is essential when
simulating NM studies with high-energy photon emitting radionuclides (e.g. I-131), as well as
radionuclides with multiple photopeak’s (e.g. Lu-177, Ga-67 and 1-131). The fitted energy
resolution model proposed in this study showed that it was accurate, also under circumstances
where scatter was introduced. The comparison between the theoretical and fitted models in the
simulated clinical environment shows that possible errors can be introduced in the simulation
if the energy resolution model is not selected with great care. These errors can affect the
accuracy of radioactivity quantification, which is vital for dosimetry purposes in patient-

specific radiopharmaceutical therapy.

Accurate modelling of the Siemens Symbia T16 dual-head gamma cameras' energy resolution
with the fitted model will result in accurately simulated images for all radionuclides used in
NM, using the SIMIND MC code. These simulated images can be used to optimise image

processing software as well as radioactivity quantification and internal dosimetry.
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3.1 Introduction

Due to the increased interest in theragnostics in Nuclear Medicine (NM), the importance of
image quantification using iodine-131 (I-131) and iodine-123 (I-123) has been re-emphasised
(1-3). I-131 is one of the earliest radionuclides used for radiopharmaceutical therapy. Since the
1940s, I-131 has been used to treat differentiated thyroid carcinoma, and is the radionuclide of
choice for thyroid diseases (4). However, it has also gained popularity in the treatment of non-
Hodgkin lymphomas and neuroendocrine tumours (NETs). I-131 emits a principal gamma
photon of 364.5 keV (81.2% abundance), one with 284.3 keV (6.1% abundance) and two
higher energy photons of 636.9 keV (7.1% abundance) and 722.9 keV (1.8% abundance).
Despite the low abundance of these two high-energy photons, they are still of importance due
to their ability to penetrate the gamma cameras’ collimator septa. [-131 has a physical half-life
of 8.04 days and emits beta particles with a maximum and mean energy of 606.0 keV and
192.0 keV, respectively (5). lodine naturally accumulates in the thyroid; however, it can be
attached to a pharmaceutical, allowing targeted imaging and therapy. 1-131 labelled to a
noradrenaline analogue, meta-iodobenzylguanidine (mIBG), is typically used to detect and
treat NETs. It naturally accumulates in NETs as well as the lungs, liver, kidneys, spleen,

bladder, bone marrow and salivary glands (6,7).

In contrast to I-131, which emits both gamma photons and beta particles, I-123 is a pure gamma
photon emitter. It emits a principal gamma photon of 159.0 keV (83.2% abundance) and
additionally at 27.3 keV (70.7% abundance) and 528.9 keV (1.3% abundance) and has a
physical half-life of 13.2 hours. These characteristics make [-123 ideal for diagnostic imaging.
Since the uptake pattern of 1-123 and 1-131 are similar in the body, [-123 can be used in a
treatment planning process of I-131 radiopharmaceutical therapy. [-123 carries a reduced
radiation burden compared to I-131 due to its shorter half-life and lack of beta particles, and
higher quantities of I-123 can therefore be administered for diagnostic purposes. As with I-
131-mIBG, I-123-mIBG naturally accumulates in NETs as well as the lungs, liver, kidneys,

spleen, bladder, bone marrow and salivary glands.

Because of the accumulation of these radiopharmaceuticals in healthy normal tissue, accurate
dose calculations should be performed prior to therapy to predict the radiation burden organs
at risk may encounter. The accuracy of absorbed dose calculations depends on several factors
such as tumour and organ size, but most importantly on the radiopharmaceuticals' biokinetics.

Factors that influence the estimation of biokinetic data include, but are not limited to, image
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modality and the radionuclide-collimator combination used. Biokinetic information can be
estimated from static or whole-body (WB) planar two-dimensional (2D) images, or single-
photon emission computed tomography (SPECT) three-dimensional (3D) images. The use of
quantitative SPECT imaging at multiple time points is potentially quantitatively more accurate
in comparison to those obtained from planar imaging, considering it is a 3D modality.
However, SPECT imaging can be highly time-consuming due to longer acquisition times and
the limited field of view which required more than one bed-position acquisition. A compromise
is to use the hybrid WB planar-SPECT/CT dosimetry method, proposed by Ljungberg and
Gleisner (8). This method uses a set of WB data at multiple time points, to obtain the shape of
the time-activity curve for a specific organ, which is then scaled to a single SPECT quantitative
data point obtained at a single time point. This method can be useful in the case of large patient
throughputs, since results in dosimetry accuracies are comparable to that of multiple

SPECT/computed tomography (CT) images but with the speed of planar imaging (9).

The radionuclide-collimator combination is another important factor to consider. Imaging I-
131 with a high energy (HE) collimator is well established (10), but it is not clear as to whether
[-123 imaging should be performed with a low energy high resolution (LEHR) collimator or a
medium energy (ME) collimator. For quantitatively accurate images, the ME collimator is
favoured, as it reduces the effect of collimator septal scatter and penetration, resulting in
improved image contrast (11). However, the LEHR collimator can provide superior spatial
resolution images, but only if appropriate scatter and collimator resolution corrections are

applied (11,12).

Monte Carlo (MC) techniques have played a significant role in the NM discipline and have
become a method of choice to optimise instrumentation and clinical protocols, enhance image
correction techniques, and develop and implement patient-specific dosimetry (13). By MC
simulations, researchers can investigate what influence a parameter has on a system's
performance and study the effect that a parameter has, in a way that otherwise is difficult or
even impossible to measure (14). The MC method has been applied extensively in the
modelling of gamma cameras for radionuclides, including technetium-99m, 1-131 and
lutetium-177 (10,15,16). There are various MC simulation codes available for NM imaging,

such as Simulation of imaging nuclear detectors (SIMIND), SImSET and GATE (14,17,19,20).

In this study, we have used the SIMIND MC code which models a standard clinical scintillation
camera for both planar and SPECT acquisitions (20). SIMIND has been extensively used to
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estimate the quantification accuracy of planar and SPECT imaging (14,21,22). The energy

resolution (ER) was simulated based on a fitted model (ER=a+

b\/ Energy + (¢ X Energy?)) where a, b and c are estimated from measured data), as
described by Morphis et al. (23). This ER estimation method was used in this study since recent
results reported a significant improvement in the modelling of ER of high-energy photon
emitting radionuclides (e.g., I-131), as well as for radionuclides with multiple photopeaks (e.g.,

1-131, I-123 and lutetium-177).

It is essential to validate any MC codes’ capability in modelling a specific clinical gamma
camera for the radionuclides of interest prior to its use as a clinical simulator (24). The SIMIND
program has been used to model gamma cameras for radionuclides, including technetium-99m,
[-131 and lutetium-177 (15,25-27). However, to our knowledge, modelling of the Siemens
Symbia T16 gamma camera with SIMIND using a fitted ER model for I-123 with both the
LEHR and ME collimators and I-131 with the HE collimator has not been reported.

This study therefore aimed to validate the SIMIND modelling of a Siemens Symbia T16
SPECT/CT system for I-123 using the LEHR and ME collimators (referred to as [-123 LEHR
and I-123 ME, respectively) and I-131 using the HE collimator (referred to as I-131 HE), by
comparing gamma camera measurements with simulations. A successful validation can further
facilitate a more extensive evaluation of static planar, WB planar and SPECT 1-123 and I-131

activity quantification accuracy using simulations.

A WB planar scan measurement differs in principle from a static planar measurement in that it
involves a continuous bed motion in an axial direction, with a pre-set scanning speed. Since
motion of the bed during an ongoing acquisition may influence image quality the performance

criterion for WB planar imaging was therefore validated in addition to static planar imaging.
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3.2 Materials and methods

The dual-head Siemens Symbia T16 (Siemens Healthcare, Erlangen, Germany) SPECT gamma
camera is a SPECT/CT system used at Universitas Academic Hospital (UAH), Bloemfontein,
South Africa. A series of static planar, WB planar and SPECT validation tests were measured
on the gamma camera. These validation tests were then simulated using version 6.2 of the
SIMIND MC code. The planar validation tests included a comparison of measured and
simulated extrinsic (with a collimator) energy pulse-height distributions (EPHDs), static and
WB planar system sensitivity and system spatial resolution in air (in-air spatial resolution).
Additionally, the static planar system spatial resolution was obtained in a scattering medium
(in-scatter spatial resolution). These specific tests were chosen in accordance with literature

reports for MC gamma camera validations (15,27,28).

The SPECT validation test compared the measured and simulated SPECT sensitivity values

obtained using the simple geometry of a sphere of activity in a cylindrical water-filled phantom.

Where applicable, the percentage difference and the difference between measured and

simulated values were reported.

) simulated value — measured value
% Difference = measured value * 100 G-1)

Dif ference = simulated value — measured value (-2)

All measurements and simulations were performed for (i) [-123 LEHR, (ii) [-123 ME, and (iii)
I-131 HE. Photopeak data was obtained within a 15% energy window centred over the

159.0 keV and 364.5 keV photopeak’s for I-123 and I-131, respectively.

3.2.1 Measurements

All static and WB planar measurements were acquired with a single detector only, as the
gamma camera acceptance tests showed little difference between the system's two detectors.
The amount of radioactivity used was sufficiently low that the camera did not display any dead-
time effects; thus, no dead-time correction was necessary. Before measurements, the detector
was peaked relative to the 159.0 keV and 364.5 keV photopeak’s for all 1-123 and I-131
measurements, respectively. SPECT measurements were, however, conducted using both
detectors to increase sensitivity for a given acquisition time.
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[-123 and I-131 activities were measured using a Biodex Atomlab 500 dose calibrator (Biodex
Medical Systems, New York, NY, USA). The accuracy of the dose calibrator for both I-123
and I-131 was traceable to a secondary standard through the National Metrology Institute of
South Africa (NMISA) in Cape Town, South Africa.

CT images were acquired for each static planar, WB planar and SPECT validation test setup,
for use in both the SIMIND simulation and in the reconstruction processes, as explained below.
The CT images were acquired in a standard imaging protocol (image matrix: 512 x 512, pixel
size: 1.2 x 1.2 mm?, slice thickness: 5.0 mm, reconstruction kernel: standard smoothing body

kernel (B0S8s)).

3.2.1.1 Static planar validation tests

The validation procedure for static planar imaging was performed according to guidelines
stipulated in the National Electrical Manufacturers Association (NEMA) recommendations for

gamma camera performance criteria (29).

Energy pulse-height distributions

Extrinsic EPHDs (spectrum showing the distribution of counts as a function of photon energy,
acquired with a collimator) were acquired from small point-like I-123 and I-131 sources,
positioned on a Styrofoam block at source-to-collimator distances (SCDs) of 150 + 2 mm,
300 = 2 mm, and 650 = 2 mm (Figure 3.1a). The EPHDs were acquired from the respective
sources in air to obtain 30 000 counts in the channel with the highest count contribution. The
acquired EPHDs were exported from the manufacturer's computer and analysed using the
public domain software, ImageJ (version 1.52r) (30). Each energy pulse-height distribution
(EPHD) was corrected for background radiation. A Gaussian function was fitted to the main
emission photopeak data points, and the full width at half maximum (FWHM) values were
calculated and reported in keV for each photopeak.

System sensitivity

A petri-dish (internal diameter: 87 mm) was filled with a homogenous solution of 92.8 MBq
of I-123, up to a depth of approximately 2 mm. The petri-dish was positioned on a Styrofoam
block in the centre of the detector’s field-of-view, at a source-to-collimator distance (SCD) of
100 +£ 2 mm (Figure 3.1b). A four-million-count static planar image was acquired in a
256 x 256 image matrix with a pixel size of 2.4 x 2.4 mm?. A second petri-dish of 61.8 MBq

of [-131was filled in the same way, and the acquisition was repeated. The count rate in counts
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per second (cps) in a region-of-interest (ROI) with dimensions equal to that of the detector's
useful-field-of-view (UFOV) was calculated. The system sensitivity, for each radionuclide-

collimator combination, was calculated as follows,

count rate (cps)

Sensitivity (cps/MBq) = (3.3)

decay corrected activity (MBq)

In-air spatial resolution

A pair of capillary tubes was filled with 24.0 MBq of I-123 each and placed on a Styrofoam
block, 100 &+ 2 mm apart, at SCDs of 50 +£2 mm, 100 + 2 mm, and 150 + 2 mm (Figure 3.1c).
Static planar images were acquired in a 512 %X 512 image matrix with a pixel size of
1.2 x 1.2 mm? until at least 10 000 counts in the peak location of each line spread function
(LSF) was reached. An additional pair of capillary tubes was filled with 24.0 MBq of 1-131
each, and static planar images were acquired, as before, at the same three distances. Profiles
representing line-spread functions (LSFs) for each capillary tube were obtained from the
measured images. Each LSF profile was fit with a Gaussian function, and from this fit, the

FWHM and full width at tenth maximum (FWTM) values were calculated and reported in mm.

In-scatter spatial resolution

Planar static images were acquired, as above, but the imaging setup differed in that a 50 mm
slab of Perspex® was positioned on top of the capillary tubes to introduce scatter (Figure 3.1d).

FWHM and FWTM values were calculated for all radionuclide-collimator combinations.
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Figure 3.1. Gamma camera setup for the acquisition of (a) EPHD, (b) system sensitivity, (c)

system in-air spatial resolution and (d) system in-scatter spatial resolution.

3.2.1.2 Whole-body planar validation tests

In this study, all WB planar images were acquired with the standard clinical imaging protocol
(scan speed: 6.0 cm/min, image matrix size: 256 x 1024, pixel size: 2.4 x 2.4 mm?). The

sources were positioned at a SCD of 100 £+ 2 mm.

System sensitivity

Using the setup as shown in Figure 3.1b, WB planar system sensitivity images were acquired
for all three radionuclide-collimator combinations. Similar to the static planar sensitivity, the
WB system sensitivity was calculated using Equation 3.3 and counts obtained in a ROI, with

dimensions equal to that of the detectors' useful field of view.

In-air spatial resolution

WB planar system spatial resolution images were acquired in both the X and Y orientations,
using the setup, as shown in Figure 3.1c, for the three radionuclide-collimator combinations.
Average FWHM and FWTM values were obtained and reported, as described for the static

planar spatial resolution images.
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3.2.1.3 SPECT validation test

A SPECT sensitivity value was obtained from a simple geometry of a Perspex sphere
suspended in a water-filled cylindrical phantom (diameter: 216 mm, height: 186 mm), as
shown in Figure 3.2. The sphere (diameter: 42 mm) was filled with 164.1 MBq and 86.9 MBq
of [-123 and I-131, respectively. SPECT projection images were acquired using the standard
clinical imaging protocol (step and shoot mode, non-circular orbit of rotation, 60 projections,
40 seconds per projection, matrix size: 128 x 128, pixel size: 4.8 x 4.8 mm?). Images were

acquired for all radionuclide-collimator combinations.

The SPECT projection images were reconstructed using an ordered subset-expectation
maximisation (OS-EM) iterative reconstruction package, developed by Frey and Tsui (31),
which is incorporated into software developed at Lund University, Sweden (32). The iterative
reconstruction performs a CT-based attenuation correction, model-based scatter correction by
the Effective Scatter Source Estimation (ESSE), and a collimator-detector response (CDR)
correction, which includes septal penetration and scatter corrections, using precalculated MC
simulated kernels. In this study, the SPECT images were reconstructed with six iterations and

six subsets, into a 128 x 128 x 128 matrix with a voxel size of 4.8 x 4.8 x 4.8 mm°.

Using the public domain software Amide (33), spherical volumes of interest (VOIs),
corresponding to each sphere's physical size, were used to obtain the sphere counts (using
fractional voxels which is the sum of voxel weights giving an indication of how large a region
is in voxel space, instead of total voxels which are the total number of voxels both partial and

total inclusion). Results were reported in units of cps/MBq for all three radionuclide-collimator

— Collimator

combinations.

\ Water-filled phantom

Source

Patient bed

Figure 3.2. Gamma camera setup for the SPECT acquisition of sphere in a water-filled
cylindrical phantom.
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3.2.2 Simulations

The above-mentioned static planar, WB planar and SPECT validation test measurements were
simulated using the SIMIND code. Voxel-based digital phantoms were created from the CT
images obtained for each measurement setup to ensure the simulation setup was comparable.
This process, together with the gamma camera's physical parameters (including intrinsic
characteristics) and setup (including backscatter elements), as used in this study, has recently
been described by Morphis et al. (23). It is important to note that the collimators were modelled

with particle tracking, allowing for collimator septal scatter and penetration modelling.

The wvariation of the ER was modelled by a fitted ER function, (ER =a+

b\/ Energy + (¢ X Energy?)), proposed by Morphis et al. (23). The fitted model is estimated
from measured data and was found to better model the gamma cameras' ER over the complete
energy range when compared to the 1/,/Energy model that varies with an energy-dependent

ER relative to a known value for a reference energy, as described in Cherry et al. (34).

Acquisition parameters (image matrix size, pixel size, energy window settings, activity values,
acquisition time and radionuclide-collimator combinations) were kept the same as that used

during the measurements, as described in Section 3.2.1.

3.2.2.1 Static planar validation tests

Static planar images were simulated using the voxel-based digital phantoms created from each
static planar validation acquisition setup. Image analysis was performed, as explained in

Section 3.2.1.1 for the measured data.

As part of the simulation, SIMIND provides the percentage of penetrated photons after

collimation. As this information was readily available, it was reported for the EPHDs.

3.2.2.2 Whole-body planar validation tests

SIMIND does not mimic any motion of the patient bed (35). Thus, to simulate a WB scan, the
detector's length was defined as the scan length (i.e., the length of the patient bed), in this case,
200.0 cm. The WB simulation time was calculated according to Equation 3.4, to ensure that

the simulation mimics a measurement acquired at the specified patient bed scan speed.

length of physical detector (cm)

WB simulation time (min) = (3.4

scan speed (cm/min)
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The WB simulation time equals 6.45 min, for a detector with length 38.7 cm and a scan speed
of 6.0 cm/min. The voxel-based digital phantoms created for each planar validation test were
used to simulate the WB planar images. The images were analysed as described in Section
3.2.1.2.

Considering that the WB planar simulation with SIMIND is a static process, the WB system
spatial resolution was not repeated in a scatter medium, as it is assumed to be similar to static

planar in-scatter spatial resolution.

3.2.2.3 SPECT validation test

The voxel-based digital phantom, of the sphere suspended in a water-filled cylindrical phantom
was used to simulate SPECT data sets for the three radionuclide-collimator combinations. The
SPECT projection images were reconstructed and analysed as for the measured data, described

in Section 3.2.1.3.
3.3 Results

3.3.1 Static planar validation tests

Energy pulse-height distributions

Figure 3.3 shows the measured and simulated extrinsic in-air EPHDs for all radionuclide-
collimator combinations, at distances of 150 mm, 300 mm, and 650 mm, normalised to the
respective main photopeak’s of [-123 and I-131 (159.0 keV and 364.5 keV). It is important to
note that the lower energy cut-off for the Siemens Symbia T16 gamma camera is at
approximately 20.0 keV. Thus, photon energies below 20.0 keV are not reflected on any of the
measured EPHDs.
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Figure 3.3. Comparison of the measured and simulated extrinsic EPHDs of a small point-like
source at SCDs of 150 mm, 300 mm, and 650 mm, for (a) I-123 LEHR, (b) I-123 ME and (¢)
I-131 HE.
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The FWHM values obtained from the main photopeak’s for the 1-123 and I-131 EPHDs shown
in Figure 3.3 are reported in Table 3.1. The differences between the measured and simulated
main photopeak’s are also shown for the three radionuclide-collimator combinations. Average
and standard deviation values are reported for the measurements. Standard deviations not
exceeding 0.3 keV were reported. The largest discrepancy between the measured and simulated
FWHM values and percentage simulated penetration photons was 4.6 keV and 64.9%,
respectively, for [-123 LEHR at a SCD of 150 mm.

Table 3.1
Extrinsic in-air FWHM values and percentage simulated penetration photons for all

isotope collimator combinations, at SCDs of 150 mm, 300 mm, and 650 mm.

Radionuclide, Distance FWHM Difference  “Simulated
collimator and (mm) (keV) (keV) penetration
hot k hot
?keoV())p eak energy Measured Simulated ?%(; ons
150 18.1 =+ 02 227 4.6 64.9
11_5192?) LEHR 300 16.7 £+ 02 20.5 38 64.3
' 650 154 + 03 17.7 2.3 54.1
150 149 =+ 03 169 2.0 23.2
11'51923 ME 300 147 + 03 16.8 2.1 21.6
’ 650 146 =+ 03 16.6 2.0 13.7
150 390 + 02 38.1 -0.9 34.3
I-131 HE
36:5 300 369 + 02 36.5 -0.4 33.8
' 650 347 £+ 02 345 -0.2 31.8

* Percentage simulated penetration photons after collimation

System sensitivity

Table 3.2 shows measured and simulated static planar system sensitivity values for the three
radionuclide-collimator combinations. The system sensitivity values compare well for all
radionuclide-collimator combinations. 1-123 LEHR displayed the largest differences of
12.7 cps/MBq, which relates to 6.9% difference, between measured and simulated sensitivity

values.
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Table 3.2
Static planar system sensitivity values for 1-123 LEHR, 1-123 ME and I-131 HE.

Sensitivity (cps/MBq) Difference Percentage
Measured Simulated (cps/MBq) difference (%)
[-123 LEHR 184.7 +0.09 172.0 12.7 -6.9
[-123 ME 121.6 + 0.07 123.4 -1.8 1.5
I-131 HE 48.8 +0.02 48.8 0.0 0.0

Figure 3.4 shows that the measured and simulated petri-dish images compare well for all
radionuclide-collimator combinations. The starlike pattern, typical of collimator septal
penetration with a hexagonal-shaped collimator hole, is evident on both the measured and

simulated images of [-123 LEHR and I-131 HE.

(a) (b) (c)

v -

measured measured measured

I 4I|

simulated simulated simulated

Figure 3.4. Measured and simulated static planar system sensitivity images, obtained from a

petri-dish at a SCD of 100 mm, for (a) I-123 LEHR, (b) I-123 ME and (c) I-131 HE.

In-air spatial resolution

The measured and simulated static planar system spatial resolution images and LSFs at a SCD
of 100 mm, for the radionuclide-collimator combinations, are shown in Figure 3.5. The effects
of septal penetration for I-123 LEHR and I-131 HE is visible in a raised tail region on the LSFs.
Figure 3.6 shows the measured and simulated static planar system spatial resolution values
(mm) in FWHM and FWTM, for all radionuclide-collimator combinations, at SCDs of 50, 100
and 150 mm. The error bars on the measured data represent two standard deviations. The
measured and simulated FWHM and FWTM values compare well for all radionuclide-
collimator combinations, with percentage differences not exceeding 6.4% and 10.0%,

respectively.
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Figure 3.5. Measured and simulated LSFs and static planar system spatial resolution images

of a capillary tube in air, at a SCD of 100 mm, for (a) I-123 LEHR, (b) I-123 ME and (c) I-

131 HE.
(a) i (b)
0 EE i
) e
H £
I fn soof
-11.._ ﬁh
|
10 i
3 :
Ewm—h—mmuimm] Sourca-jo-colimados detanca (miv)

k123 LEHR measured B |-1232 LEHR simulabed
123 ME measuned = 123 ME simulaiad

U131 HE measured B 139 HE simulatad

Figure 3.6. Measured and simulated static planar (a) FWHM and (b) FWTM values, obtained
from capillary tubes in air, for SCDs of 50, 100 and 150 mm, for [-123 LEHR, I-123 ME and
I-131 HE.
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In-scatter spatial resolution

The measured and simulated static planar system spatial resolution images and LSFs with
50 mm of scatter medium for the three radionuclide-collimator combinations, for a SCD of

100 mm, are shown in Figure 3.7. The corresponding resolution values (mm) are shown in
Figure 3.8.

A good agreement is noted between the measured and simulated FWHM and FWTM values,

with percentage differences not exceeding 5.8% and 12.6%, respectively. The LSFs shown in
Figure 3.7 also confirm this.
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Figure 3.7. Measured and simulated LSFs and static planar system spatial resolution images
with 50 mm of added scatter, at a SCD of 100 mm, for (a) I-123 LEHR, (b) I-123 ME and (c)
I-131 HE.
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Figure 3.8. Measured and simulated static planar (a) FWHM and (b) FWTM values, with
50 mm of added scatter, for a SCD of 100 mm, for I-123 LEHR, I-123 ME and I-131 HE.

3.3.2 WB planar validation tests

System sensitivity

Table 3.3 shows measured and simulated WB planar system sensitivity values for the three
radionuclide-collimator combinations. The measured and simulated WB planar system
sensitivity values compare well. [-123 LEHR shows the largest deviation with a difference and
percentage difference of 11.7 cps/MBq and 6.3%, respectively. The measured and simulated

petri-dish images, shown in Figure 3.9, compare well.

Table 3.3
WB planar system sensitivity values for I-123 LEHR, I-123 ME and I-131 HE.

Sensitivity (cps/MBq) Difference Percentage
Measured Simulated (cps/MBq) difference (%)
[-123 LEHR 1849 =+ 0.89 173.2 11.7 -6.3
I-123 ME 1204 + 0.21 123.3 2.9 2.4
I-131 HE 483 =+ 0.06 48.2 0.1 -0.2
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Figure 3.9. Measured and simulated WB planar system sensitivity images, obtained from a

petri-dish at a SCD of 100 mm, for (a) I-123 LEHR, (b) I-123 ME and (c) I-131 HE.

In-air spatial resolution

Figure 3.10 shows the measured and simulated WB planar system spatial resolution images
and LSFs, and Figure 3.11 the corresponding spatial resolution values (mm) in air for the three
radionuclide-collimator combinations at a SCD of 100 mm. There are good agreements
between the measured and simulated FWHM and FWTM values for all radionuclide-collimator
combinations, and the percentage differences do not exceed 5.1% and 5.4%, respectively. The

measured and simulated LSFs compare well for all radionuclide-collimator combinations.
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Figure 3.10. Measured and simulated LSFs and static WB system spatial resolution images
of the capillary tubes in air, at a SCD of 100 mm, for (a) [-123 LEHR, (b) I-123 ME and (c) I-
131 HE.
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Figure 3.11. Measured and simulated WB planar (a) FWHM and (b) FWTM values obtained
from the capillary tubes in air, at a SCD of 100 mm, for [-123 LEHR, 1-123 ME, and I-131
HE.

3.3.3 SPECT validation tests

Measured and simulated SPECT sensitivity values for the three radionuclide-collimator
combinations are shown in Table 3.4. The results show a good agreement for all radionuclide-
collimator combinations, with differences and percentage differences not exceeding
2.5 cps/MBq and 3.6%, respectively. A transaxial slice through each of the reconstructed
images is shown in Figure 3.12. Overall, the measured and simulated images compare well for

all radionuclide-collimator combinations.

Table 3.4
SPECT sensitivity values for I-123 LEHR, I-123 ME, and I-131 HE.

SPECT sensitivity (cps/MB(q) Difference Percentage
Measured Simulated (cps/MBq) difference (%)
[-[123LEHR 842 =+ 0.11 83.4 0.8 -1.0
I-123 ME 1214 £+ 0.10 118.9 2.5 -2.0
I-131 HE 224 £ 0.21 21.6 0.8 -3.6
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Figure 3.12. Transaxial slices through the reconstructed measured and simulated SPECT

spheres in water for (a) [-123 LEHR, (b) I-123 ME and (c) I-131 HE.

3.4 Discussion

Overall, the results show a good agreement between the measured and simulated validation

results for planar (static and WB) and SPECT imaging.

Energy pulse-height distributions

The underestimation in the modelling of the ER for low photon energies with the fitted ER
model, as described by Morphis et al. (23), resulted in an increased amplitude of the 27.3 keV
and the 29.6 keV photopeak’s in the simulated EPHD of 1-123 and I-131, respectively. This
difference is further affected by the cut-off of photon energies below 20.0 keV. The small offset
between the measured and simulated photopeak’s, visible at the high-energy part of the I-123
and I-131 EPHD, is due to the nonlinear energy response of the physical gamma camera
detector (34). The small differences seen between the amplitudes of the measured and
simulated high-energy photopeak’s of I-123 and I-131 can be attributed to the normalisation of
the EPHDs to their respective main emission photopeak’s. Similar measurement-simulation
comparisons have been reported in literature (28,36); however, not necessarily using the

SIMIND MC code.

Table 3.1 shows, as expected, a decrease in the percentage penetrated photons at increased
SCD for all radionuclide-collimator combinations, which can also be seen in Figure 3.3. The
effect of septal penetration is less pronounced for I-123 ME, as the percentage of photons

penetrating the collimator septa is considerably less, thus, there is little difference between the
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EPHDs and the calculated FWHM values at the three distances. The minor difference between
the measured and simulated EPHD for I-123 LEHR (indicated by the arrows on Figure 3.3a)
can be attributed to the backscattering of high-energy photons from the second detector at large
angles up to 180°. The contribution of scattering of the high-energy photons from the second
detector was not included in the simulation. Figure 3.3b shows that the septal scatter and
penetration components of [-123 ME are negligible, and because of this, we see a good
comparison between the measured and simulated EPHD. However, for I-123 LEHR and I-131
HE, the high-energy photons will substantially contribute to the number of counts detected in
the photopeak area due to Compton scattering in the collimator and penetration through the
collimator septa. This emphasises the need for accurate collimator modelling in the
compensation methods when aiming for an accurate activity quantification of the radioactivity

in situations where these radionuclide-collimator combinations are used.

System sensitivity

Accurate knowledge of the reference activity used to determine the system sensitivity value
(static planar, WB planar and SPECT) is essential for quantitative imaging. The accuracy of
the reference activity is dependent on the calibration of the dose calibrator for I-123 and I-131
which should be traceable to a secondary standards laboratory. During the calibration of the
Biodex Atomlab 500 dose calibrator, performed by NMISA, it was found to underestimate the
[-123 activity by 1.4% and overestimate the I-131 activity by 4.3%. From these results,
correction factors were used when the 1-123 and I-131 system sensitivity values were

calculated.

The largest difference between the measured and simulated static planar and WB planar system
sensitivity values were 6.9% (Table 3.2) and 6.3% (Table 3.3) for 1-123 with the LEHR
collimator, respectively. These discrepancies may also be attributed to scattered photons from
the second detector, present in the measurement but not in the simulation. Discrepancies may
also be attributed to small differences in source geometries used in this study and the
geometries used by NMISA. A good agreement was found between the simulated static and
WB planar sensitivity values (Table 3.2 and Table 3.3) for all three radionuclide-collimator
combinations, with percentage differences not exceeding 1.2%. The measured and simulated
static and WB planar images of the petri-dish source, as shown in Figure 3.4 and Figure 3.9,

respectively, compare well and the starlike patterns, typical of collimator septal penetration,
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are similar for the measured and simulated [-123 LEHR and I-131 HE images (10,25,37).

Similar results have been reported in literature for I-131 planar system sensitivity (25,37).

The SPECT sensitivity results corroborate with values reported in literature (28,38). The
differences noted between the SPECT sensitivity values (Table 3.4) and the planar and WB
system sensitivity values (Tables 3.2 and 3.3) are as expected and show the effect of collimator
septal scatter and penetration. 1-123 LEHR and I-131 HE have large amounts of collimator
septal scatter and penetration, which is corrected for in the SPECT reconstruction process, but
not for planar imaging. [-123 ME has significantly less collimator septal scatter and
penetration, thus the difference between the planar and SPECT sensitivity values is much less.
Both the measured and simulated reconstructed images (Figure 3.12) show the so-called Gibbs
artefacts, when incorporating the collimator response compensation in the reconstruction
process. These artefacts are characterised by increased count levels located at the edges of an
object and a corresponding lower count level in the centre (16). Small differences noted
between measured and simulated SPECT sensitivity results may be attributed to the
inconsistent VOI position across all scenarios, combined with the overestimated voxels at the

sphere boundaries. Similar results have been reported in literature (27,39).

Spatial resolution

The measured and simulated FWHM values compare well for all radionuclide-collimator
combinations, as shown in Figure 3.6 and Figure 3.11, for static and WB planar system spatial
resolution in air, respectively. As expected, the spatial resolution deteriorates with increasing
SCD (34). Both measured and simulated FWTM values for the static and WB planar images
compare well for I-123 ME. Larger discrepancies are, however, noted for [-123 LEHR and I-
131 HE, resulting in FWTM percentage differences of 10.0% and 5.4% for static and WB

planar images, respectively.

Figure 3.5 reveals small discrepancies at the tail regions of 1-123 LEHR LSF, which could
explain the difference between the measured and simulated FWTM values, displayed in Figure
3.6. The measured and simulated LSFs for WB planar (Figure 3.10) compare well for all
radionuclide-collimator combinations. However, minor discrepancies can be seen in the tail
regions of the LSFs for [-123 LEHR and I[-131 HE. This discrepancy correlates to the difference
noted in the FWTM values reported in Figure 3.11.
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The effect of the hexagonal pattern of holes, due to the construction of the collimator, can be
seen on the static planar images obtained from I-123 ME and I-131 HE (Figure 3.5). Because
of the necessity of large hole diameters and thicker septa, a lower spatial resolution can be
expected (25,40). However, the pattern is less prominent on the WB planar measured [-123
ME and 1I-131 HE images (Figure 3.11). This may be attributed to the sources' movement
relative to the detector during a WB planar acquisition — an effect that was not included in the

static WB simulation.

When considering the system spatial resolution obtained from the in-air and in-scatter static
planar images (Figure 3.6 and Figure 3.8), the FWHM values compare well. The increased
values of the measured FWTM, shown in Figure 3.8, originates from photons that were
scattered in the scatter medium with a lower resulting photon energy that was absorbed in the
sodium iodide (Nal) crystal, and still fell within the 15.0% imaging energy window due to the
ER. Additionally, photons that originate from Compton scatterings in the collimator of the
second detector, have a probability of being included in the measurement; however, this effect
is not simulated and thus, may also contribute to discrepancies in the FWTM values. It is
important to note that when describing the spatial resolution in terms of FWTM, the result will
be affected by events from potentially high-energy photon emissions, such as those that occur
in the I-123 and I-131 decays. With the presence of septal scatter and penetration, the FWTM
measurement can be problematic and is therefore often omitted (40). Similar to the in-air
results, the small discrepancies between the measured and simulated FWTM values observed
for I-123 LEHR and 1-131 HE, are confirmed in the LSF tail regions, as shown in Figure 3.5
and Figure 3.7.

Overall, the results show a better spatial resolution for I-123 LEHR than for I-123 ME. Thus,
when imaging with 1-123, the LEHR collimator would be better suited for studies prioritising
spatial resolution. I-131 HE results in poorer spatial resolution in comparison to I-123. Similar

results have been reported in literature (11,12,25,40).
3.5 Conclusion

Existing gamma camera models simulated with MC codes lack an accurate implementation of
the gamma camera’s energy response across all photon energies. Morphis et al. (23) addressed
this deficiency by implementing a fitted function which models the Siemens Symbia T16

gamma camera's energy response across all energies and used it together with the SIMIND MC
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code to improve the simulations with the gamma camera. In this study, we have validated this
model by comparing results from physical measurements with the gamma camera to
simulations with SIMIND using this improved fitted ER model for the radionuclide-collimator

combinations: I-123 LEHR, 1-123 ME, and 1-131 HE.

Results show that when using [-123 and I-131 with the LEHR and HE collimator, respectively,
appropriate collimator response corrections, including modelling of septal scatter and
penetrations, are essential when accurate activity quantification is required. The use of a ME
collimator for I-123 imaging reduces the effects of septal penetration and collimator scatter
from the high-energy photons. The ME collimator is therefore a better choice when no septal

scatter and penetration corrections are available.

Overall, this study has shown the SIMIND MC code's potential usefulness, combined with our
improved ER model, to further develop activity quantification methods for 1-123 and I-131
static planar, WB planar and SPECT acquisitions with the Siemens Symbia T16 gamma

camera.
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Chapter 4: Paper I

Evaluation of lodine-123 and lodine-131 SPECT

radioactivity quantification: A Monte Carlo study

This paper includes work which has been published in European Journal of Nuclear
Medicine and Molecular Imaging Physics (https://doi.org/10.1186/s40658-021-00407-1).

The front page of the article is shown in Appendix C.



Table of Contents

g 1011 oo 1ot o] OSSR 4.2
4.2 Materials and MethOAS ..........cooiiiiiiiic s 4.7
4.2.1  Optimisation of OS-EM UPUALES...........ccceeiueiieiieieiieseee e 4.8
4.2.2  Calibration faCIOrS.........coiiiiiiiieie e 4.9
4.2.3  Recovery COBTFICIENT CUIVES........ccuoiiiiiiiereeie e 4.10
424 QUANTITICALION ..oivviieieiicie et e e sre e 4.10
4.3 RESUITS ..ttt ene s 412
4.3.1  Optimisation of OS-EM UPUALES...........ccoeiieiiiiieie e 4.12
4.3.2  Calibration FaCOrS. ......ccueiieiiie e 4.14
4.3.3  Recovery COETFICIENT CUNVES. ........ccuiiiiiieieieie et 4.16
4.3.4  QUANTITICALION ...ccveiiieiciic et be et eree e 4.16
A4 DISCUSSION ..uvevviieitisiesiie it siee ettt sttt ettt et e e e besbe st st e e b e e st e st et enbenbesbenbearenneas 4.19
S oo Tod 111 o] o OSSR SRSRRPRN 4.22
4.6 RETEIEINCES ....ovieieitie ettt be e be e esreenteeneeareenreeneeas 4.23

4.1



4.1 Introduction

The branch theragnostics (1) has become a milestone in personalised cancer treatment, bridging
the gap between Oncotherapy and Nuclear Medicine (NM). The principle of theragnostics lies
in the combination of individualised targeted imaging of a cancer disease and its therapy. Both
the diagnostic imaging and therapy procedures typically use the same pharmaceutical;
however, in some cases, the diagnostic radionuclide may differ from that used in therapy. This
allows for the visualisation of potential target volumes, such as tumours and organs at risk,
enabling estimation of potential toxicities and predicting the benefits of such therapy (2,3).
Metaiodobenzylguanidine (mIBG), a noradrenaline analogue, was developed in the early 1970s
to image tumours in the adrenal medulla (4). mIBG labelled to iodine-123 (I-123) and iodine-
131 (1-131) have long been a theragnostic pair. However, due to the recent development of
peptide agents, the theragnostics approach has been heightened and the importance of accurate

image quantification using 1-123 and 1-131 re-emphasised (2,5,6).

In 1-123 decay, mainly photons are emitted (159.0 keV with 83% abundance, 27.3 keV with
71% abundance and 528.9 keV with 1% abundance) and the decay has a physical half-life of
13.2 hours. 1-131, with a physical half-life of 8.04 days, emits both photons (364.5 keV with
82% abundance, 636.9 keV with 7% abundance and 722.9 keV with 1.8% abundance) and
several beta particles (with a maximum energy of 606.0 keV and mean energy of 192.0 keV).
Due to its shorter half-life and absence of beta particles, 1-123 carries a reduced radiation
burden compared to 1-131, allowing for a higher administered activity for diagnostic imaging
and is therefore better suited and favoured for diagnostic imaging. However, in centres where
[-123 is not available, 1-131 may be administered in lower activities for diagnostic imaging
(7,8). Both 1-123-mIBG and 1-131-mIBG accumulate in neuroendocrine tumours (NETS) as
well as in the lungs, liver, kidneys, spleen, bladder, bone marrow and salivary glands (9,10).
Therefore, it is essential that accurate activity uptake and related absorbed dose calculations be
performed prior to therapy, to optimise the theragnostics’ effectiveness by quantitative
imaging. Consequently, inaccuracies in the image quantification process may result in incorrect
absorbed dose calculations and can lead to a reduction in therapeutic treatment efficacy.
Physical factors which can potentially affect the accuracy in the activity estimation from an
image are the radionuclide-collimator combination used, the accuracy and precision in the
scatter and attenuation correction methods, and the compensation for the limited spatial

resolution that results in partial volume effects (PVES).
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High-energy (HE) collimators with thicker septa are needed when imaging 1-131 due to the
relatively high primary photon energy of 364.5 keV used for imaging and because of the
otherwise high septal scatter and penetration from the emission of the 636.9 keV and 722.9 keVV
photons (11). However, 1-123 imaging can be performed with either a low energy high
resolution (LEHR) or a medium energy (ME) collimator (12—14). The ME collimator reduces
the septal penetration and scatter from the higher-energy photons of 1-123, resulting in
improved image contrast and more accurate activity quantification. However, when appropriate
septal scatter and penetration corrections are applied during image reconstruction, imaging

with a LEHR collimator may very well be a useful alternative to a ME collimator (15,16).

Corrections for object scatter, non-homogenous attenuation and collimator-detector response
(CDR) as well as collimator-septal scatter and septal penetration can be made by incorporating
these effects in the camera/patient model that is the essential part of any iterative reconstruction
algorithm. The iterative maximum likelihood-expectation maximisation (ML-EM) algorithm
and the closely related ordered subset-expectation maximisation (OS-EM) algorithm are
routinely used and typically available on most commercial single-photon emission computed
tomography/computed tomography (SPECT/CT) systems (17,18). The basic steps in an
iterative reconstruction algorithm are shown in Figure 4.1. The main assumption is that if
starting with an initial estimate of the activity distribution (blank or uniform image), the
imaging process and the radiation transport are modelled in a forward projection to obtain the
expected SPECT projections. These expected projections are then compared to measured
projections, and an error projection is calculated as either the difference or the ratios of the
expected and measured projections. The error projection is then back projected to create an
error image. Once sufficient angles are processed (all or a subset of angles depending on the
reconstruction algorithm), the error image is then used to update the source distribution
estimate. The process is repeated (iterates) until the ratios converge to unity (i.e. maximizing
the likelihood). When the expected and measured projections agree, within a defined margin,
it is assumed that the reconstructed images reflect the activity distribution in the patient and
the process stops. However, the assumption is only valid if the same physical processes present

in the real measurement are also modelled in the forward projection of the expected projection.
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Figure 4.1. Schematic describing basic steps of iterative reconstruction method.

As the number of iterations increases, the reconstruction bias (difference between the estimated
and measured data) is reduced, at the cost of image noise and reconstruction time. At a certain
point, a further increase in the number of iterations will only increase image noise and
reconstruction time (19). Thus, it is important to determine the optimal number of OS-EM
updates (number of subsets multiplied by the number of iterations) prior to reconstructing

SPECT images for activity quantification purposes.

Another prerequisite for absolute SPECT activity quantification is the conversion of
reconstructed image counts to activity or activity concentration, using a gamma camera
calibration factor (CF) (20). Different methods of establishing such calibration factors (CFs)
have been suggested. The simplest method is a planar acquisition of a small point-like source
in air, where self-attenuation within the source is kept minimal, and corrections for scatter have
been applied (21). The gamma camera system sensitivity obtained from a petri-dish source in
air, as defined by the National electrical manufacturers association (NEMA), has also been

proposed (22). However, according to the definition of system sensitivity, counts in the entire
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image are used. This may be problematic for radionuclide-collimator combinations such as I-
123 with the LEHR collimator and 1-131 with the HE collimator. For these radionuclides-
collimator combinations, a significant number of counts, originating from the higher energy
photons which have penetrated the collimators’ septa, are detected within the main photopeak
energy window. It is generally believed that a CF obtained with a source geometry that mimics
the scatter and attenuation conditions in a patient is better suited (11). SPECT acquisitions of
geometries such as spheres in air or in water-filled cylindrical phantoms have been
recommended, thereby reducing the effects of inadequate compensation for scatter and
attenuation (20). Both planar-based and SPECT-based CF methods rely on accurate corrections
for scatter and attenuation (23,24). Unlike for planar imaging, corrections for scatter,
attenuation and CDR are now often implemented in clinical workstations and thus can be
routinely performed on SPECT/CT image data sets, making the SPECT-based CF the method
of choice. Considering that the same corrections are applied to both the clinical and the CF data

set, any effects of imperfect correction methods would be minimised.

In SPECT imaging, the partial volume effect (PVE) is the result of the gamma camera'’s finite
spatial resolution and the discretisation of the measured coordinates from the gamma camera
to a digital image. This results in a reduction of image contrast between the regional uptake
and surrounding areas. The PVE is also a primary source-of-error when estimating activity in
volumes-of-interest (VOIs) with sizes that are in the order of the camera’s resolution.
Typically, VOIs smaller than three times the systems spatial resolution appear to contain less
than the actual activity concentrations (25). PVEs are only partially compensated for when
SPECT images are reconstructed with CDR compensations. Therefore, a simple and effective
method for the correction of residual PVEs is to use recovery coefficients (RCs) determined
for objects of similar sizes as the VOIs. RCs are often expressed as the ratio of the estimated
activity concentration in a volume of interest (\VOI) to the true activity concentration. RCs can
be obtained from phantom measurements where the geometry of the sources and its activity
concentrations are known or through Monte Carlo (MC) simulations where RCs for more
irregular and arbitrary shapes can be defined (26). A curve of RCs as a function of object size
can be generated and a recovery coefficient (RC) value for a relevant VOI size can then be
applied in the activity quantification process (24,27-29). Often spherical sources are used to
obtain RCs, but it should be noted that the RC also depends on the shape of the object (30).
Since the variation of tumours can vary significantly, it is hard to obtain RC curves for every

possible tumour shape. It is common to compensate for PVEs of non-spherical tumours by
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applying volume-specific RCs which were determined from spherical phantoms, but this

method has been reported to have limitations (31).

The MC method is an important tool to evaluate the quantification accuracy and its effects on
the accuracy of dosimetry for a given SPECT/CT procedure. The MC modelling of gamma
cameras for imaging of radionuclides (including technetium-99m (Tc-99m), 1-131 and
lutetium-177 (Lu-177)) have been reported extensively (11,32,33). There are various MC
simulation codes available for NM imaging (34-36). In this study we used the Simulation of
imaging nuclear detectors (SIMIND) MC code which models a standard clinical scintillation
camera and has been successfully used to evaluate activity quantification accuracy (27,37-39).
SIMIND allows for three methods to simulate the energy resolution, based on either (i) a

simplified theoretical model assuming a 1/VE dependence (25,40), (ii) a fixed energy
resolution used over the entire energy range, or (iii) a fitted model estimated from measured
data (41). A fitted energy resolution model improves the energy resolution modelling of high-
energy photon emitting radionuclides (e.g., I-131) and radionuclides with multiple photopeak’s
(e.g., 1-123, 1-131 and Lu-177) and was therefore used in this study. SIMIND has been
validated for simulating 1-123 and 1-131 images with the proposed fitted energy resolution
model by Morphis et al. (41).

Although activity quantification accuracy with SIMIND has been reported in literature
(27,42,43), little work has been done using voxel-based digital phantoms for 1-123 and 1-131.
Furthermore, to our knowledge, evaluating activity quantification accuracy in a clinically
realistic phantom, using SIMIND with the fitted energy resolution model, has not yet been

reported in literature.

The aim of the study was to evaluate SPECT activity quantification accuracy for 1-123 with
both the LEHR and ME collimators, and 1-131 with the HE collimator, using the SIMIND MC
code with a fitted energy resolution model. The objectives included (i) the optimisation of the
number of OS-EM updates for the SPECT iterative reconstruction algorithm, (ii) determination
of a CF, (iii) determination of RC curves, and (iv) evaluation of the quantitative method in

voxel-based digital simple and patient phantoms.
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4.2 Materials and Methods

The Siemens Symbia T16 (Siemens Healthcare, Erlangen, Germany) dual-head SPECT/CT
system with LEHR, ME and HE collimators, in use at Universitas Academic Hospital (UAH)
(Bloemfontein, South Africa), was modelled using version 6.2 of the SIMIND MC code (39).
The setup of the virtual gamma camera (detector and collimators) and the simulation
specifications were the same as that described and validated by Morphis et al. (41,44).

Voxel-based digital phantoms were created from CT images of a water-filled cylindrical
phantom (internal diameter: 20.3 cm, external diameter: 21.6 cm and length: 31.7 cm) (45), as
well as from a randomly selected retrospective patient SPECT/CT dataset from the UAH
patient database. These voxel-based digital phantoms were segmented and created as described
by Ramonaheng et al. (27,46) and Morphis et al. (41,44).

SPECT projections images were simulated for 1-123 for both the LEHR and ME collimators
(further referred to as 1-123 LEHR and 1-123 ME, respectively) and 1-131 using the HE
collimator (I-131 HE). As part of the simulation process, Poisson noise was added to the
projection data. Energy windows of 15.0% were centred over the 159.0 keV and 364.0 keV
photopeak’s of 1-123 and 1-131, respectively. The images were simulated according to a
standard clinical imaging protocol (step and shoot mode, non-circular orbit of rotation, 60
projections in total, 40 seconds per projection, matrix size: 128 x 128, pixel size:

4.8 x 4.8 mm?). Simulations were performed with a high number of histories (> 10°) (43).

SPECT reconstruction was performed using software developed at Lund University, Sweden
(47), which incorporates an OS-EM iterative reconstruction package, developed by Frey and
Tsui (48). The iterative reconstruction algorithm performs a CT-based attenuation correction,
model-based scatter correction by the Effective Scatter Source Estimation algorithm (ESSE),
and a CDR correction, which accounts for collimator septal penetration and scatter by using
pre-calculated MC simulated kernels (49). The SPECT images were reconstructed in a
128 x 128 x 128 matrix with a voxel size of 4.8 x 4.8 x 4.8 mm?3. Reconstructed image count
statistics (total, mean and standard deviations) were obtained using the public domain software,
Amide (50).
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4.2.1 Optimisation of OS-EM updates

When determining the optimal number of OS-EM updates, it is essential to consider the trade-
off between bias, image noise and reconstruction time. To determine the optimal number of
OS-EM updates and evaluate activity recovery as a function of the number of OS-EM updates,
four spheres, with volumes of 1.8, 14.1, 47.7 and 113.1 mL (diameters: 1.5, 3.0, 4.5 and
6.0 cm), were digitally added to a segmented image of the water-filled cylindrical phantom.
Different sized spheres were chosen to ensure coverage of at least one to four times the planar
spatial resolution of 1-131 when imaged with the HE collimator (spatial resolution of 1.3 cm).

SPECT projections were simulated, with simulation parameters as explained above, for 1-123
and 1-131, using sphere activity concentration values of 0.7 MBg/mL and 1.1 MBg/mL,
respectively. The concentration values were based on clinical 1-123 and 1-131 mIBG tumour
data at approximately 24 hours post-administration, assuming diagnostic injected activity of
370.0 MBq and 185.0 MBq for 1-123 and 1-131, respectively. The SPECT projections were
reconstructed using LundADose, as described above. A series of 17 reconstructions were
performed for each radionuclide-collimator combination, with six subsets, as proposed in
literature (11,19), and OS-EM updates varying from 18 to 168. Count statistics (expressed as
counts per second per mL) were obtained for each reconstructed sphere, with spherical VOIs
equal to the sphere's physical size. Each VOI value was normalised to the overall maximum
VOI value (33).

Brambilla et al. (51) and Leong et al. (52) evaluated reconstruction noise by assessing the
change in the reconstruction noise level within a uniform area of a single slice. However,
Ramonaheng et al. (27) suggested assessing the change in reconstruction noise level within a
target VOI, obtained using the object’s physical size. The object’s physical size provides a
constant and reliable delineation method, which is the same as that used to assess count
recovery. As proposed by Ramonaheng et al. (27), the reconstruction noise levels in each
sphere were calculated using Equation 4.1,

x 100 (4.1)

SD ive =
relative mean

where SD,....cive 1S the relative standard deviation, SD and mean are the standard deviation and
mean counts per voxel of the reconstructed counts from the VOI of the sphere. It is important
to note that SD,....ive 1S ONly an estimation of reconstruction noise (53). Furthermore, in

scenarios where CDR correction is included in the iterative reconstruction, the effect of the
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Gibbs artifact increases with an increase in the number of iterations, thus the SD, ;4. Will

include this variation.

The normalised recovered counts and SD,...:v. Values per sphere size were plotted as a function
of the number of OS-EM updates. The optimal number of OS-EM updates was determined
from the recovered counts based on the graphs for each radionuclide-collimator combination

and used in the subsequent reconstructions.

The optimal number of OS-EM updates was confirmed in a clinically realistic voxel-based
digital patient phantom, where the activity recovery in a 14.1 mL (diameter: 3.0 cm) sphere
was evaluated at several of the OS-EM updates.

4.2.2 Calibration factors

For each radionuclide-collimator combination, four different source geometries were used to
determine the gamma camera SPECT CFs. The source geometries included a large activity-
filled cylindrical phantom (CFeyiinder), @ 113.1 mL (diameter: 6.0 cm) activity-filled sphere in
the water-filled (cold) cylindrical phantom (CFwater), & 113.1 mL activity-filled sphere in air
(CFair) and a point-like source (volume < 1 mL) in air (CFpoint). Concentration values for the
four different CF source geometries were the same as the concentration value used to determine

the optimal number of OS-EM updates.

SPECT projection images were simulated with the phantoms placed at the centre of the gamma
camera’s field of view and reconstructed using the optimised reconstruction parameters. Count
statistics were obtained for each reconstructed CF source geometry. Cylindrical or spherical
VOlIs were defined based on the CF source geometry (cylindrical for CFcyiinder and spherical
for the remaining geometries). Three VOI sizes with diameters of (i) less than the physical size,
(i) the physical size plus a 3.0 cm margin or (iii) the physical detector size, were defined. To
determine the CFcyiiner, all three VOI diameters were used but only VOI diameter (ii) and (iii)
were chosen for the remaining CFs. Due to the presence of Gibbs artefacts in the CFwater and
CFair images, and to the limited size of the point source for CFpoint, VOIs smaller than the
sources physical size were not considered. The CFs were calculated using Equation 4.2,

_ Cnt cps
CF =%t (MBq) (4.2)
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where Cnt is the total image counts obtained in each VOI, A is the simulated activity in the
source, and t the simulated acquisition time. From this, an appropriate CF source geometry was

determined for all radionuclide-collimator combinations.

Energy spectra were also obtained from the CFpoint SPECT simulations for each radionuclide-
collimator combination to determine any possible contributions of septal scatter and

penetration to the CFs.

4.2.3 Recovery coefficient curves

RCs were determined for the dual-head Siemens Symbia T16 SPECT/CT gamma camera. Eight
spheres, with volumes ranging from 8.2 to 523.6 mL (diameters: 2.5 to 10.0 cm), were digitally
added to the segmented images of the water-filled cylindrical phantom. SPECT projections
were simulated, with sphere activity concentration values and simulation parameters as
explained above. Simulations were performed without background activity in the cylindrical
phantom, to avoid any biased results in the quantification accuracy. The SPECT projections
were reconstructed using the optimised reconstruction parameters. Count statistics with VOIs
defined by the physical sphere size were obtained for each sphere using the predetermined CF
geometry and reported in units of MBg/mL. The recovered and true activity concentration
([A)recoverea @nd [A]sye) Values were used to calculate the RCs, according to Equation 4.3,

A recovere
RC = wad (4.3)

The RCs for each radionuclide-collimator combination were plotted as a function of sphere
diameter and fitted with a mono-exponential function (Equation 4.4), proposed by Willowson
et al. (24),

RC =a—be™™ (4.4)

where x represents the sphere diameter (cm), and a, b and c are the curve fitting parameters.

4.2.4 Quantification

4.2.4.1 Spheres in the cylindrical phantom

To evaluate the accuracy of the quantification method, the error of the estimated activity in
spheres (volumes ranging from 8.2 to 523.6 mL) in an activity-filled cylindrical phantom was
determined. Activity concentration values were based on clinical 1-123 and 1-131 mIBG

pharmacokinetic data observed at 24-hours post-injection (sphere to background ratio of
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100:1). The recovered activity concentration was calculated using the predetermined CF and
corrected for PVE using RCs obtained from the RC curve, for each radionuclide-collimator
combination. The quantification error was defined as the percentage difference between the
recovered activity concentration ([A],ecovereq) @nd the true activity concentration ([A]¢rye)
defined in SIMIND, shown in Equation 4.5,

[A]recovered - [A]true % 100 (45)

Quantification Error (%) =
[A]true

4.2.4.2 Voxel-based digital patient phantoms

Two different sized spheres were added to a voxel-based digital patient phantom, to determine
the accuracy in a clinically realistic phantom. As shown in Figure 4.2, two scenarios were
considered; scenario 1 included a sphere with a diameter of 5.0 cm positioned above the liver
between the lungs, and a second sphere with a diameter of 3.0 cm positioned below the liver.
For scenario 2, the positions of the two spheres were switched. Activity concentration values
were based on clinical 1-123 and 1-131 mIBG pharmacokinetic data observed at 24-hours post-
injection (sphere to background ratio of 100:1, sphere to liver ratio of 100:7.5 and sphere to
lung ratio of 100:2.8).

[-123 and 1-131 SPECT projections were simulated and reconstructed as previously described.
Count statistics were obtained with VOIs defined according to the physical size of the spheres
and the liver. Sphere and liver activity concentrations were calculated using the predetermined
CF geometry and corrected for PVE using the appropriate RC obtained from the RC curve. The

error in the recovered activity concentration was determined using Equation 4.5.

(a) (b)
‘ \——5.0cm ‘ \—~3.0cm

3.0 cm . —— 50cm

Figure 4.2. Segmented coronal CT slices of the voxel-based digital patient phantom with

spheres' positions for (a) scenario 1 and (b) scenario 2.
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4.3 Results

4.3.1 Optimisation of OS-EM updates

The relationship between the number of OS-EM updates and (i) the recovered counts and (ii)
SD,eiaeive, TOr €ach sphere size is illustrated in Figure 4.3 for all radionuclide-collimator

combinations.

Figure 4.3a, Figure 4.3b and Figure 4.3c show that count convergence (fast increase followed
by a slower approach towards an asymptote) is reached relatively quickly for the three largest
spheres, compared to the smallest sphere. Eighteen OS-EM updates resulted in more than 90%
count recovery for the two larger spheres (4.5 cm and 6.0 cm), for all radionuclide-collimator
combinations. However, more OS-EM updates were required to reach count convergence for
the two smallest spheres (1.5 cm and 3.0 cm). This can be attributed to the limited spatial
resolution and the pronounced PVE of I1-123 LEHR, 1-123 ME and 1-131 HE (16).

The graphs in Figure 4.3 show that for all radionuclide-collimator combinations reaching 60
OS-EM updates, a further increase in OS-EM updates would not improve count recovery by
more than 3.0% for the three larger spheres and 16.0% for the smallest sphere. The change in
SD,-e1ative from 18 OS-EM updates to 60 OS-EM updates was less than 8.0% for the three larger
spheres. The smallest sphere resulted in a SD,.,4:ive iNCrease of 15.0% (improved count recovery
of 16.0%), 16.0% (improved count recovery of 23.0%) and 25.0% (improved count recovery
of 26.0%) for 1-123 LEHR, 1-123 ME and 1-131 HE, respectively. The count recovery
improved by a maximum of 1.0% for the three largest spheres (2.0% increase in SD,.;q¢ive) @aNd
6.0% for the smallest sphere (9.0% increase in SD,q¢ive), When moving from 54 OS-EM
updates to 72 OS-EM updates, across all radionuclide-collimator combinations. With the goal
of accurate activity quantification, an improvement in count recovery was favoured. However,
based on only a 1.0% increase in count recovery from 54 OS-EM updates to 72 OS-EM updates
(excluding the smallest sphere), 60 OS-EM updates were considered optimal for all
radionuclide-collimator combinations. This was confirmed by the recovered activity in the
3.0 cm sphere (mimicking a tumour) in the voxel-based digital patient phantom. The average
increase in count recovery from 54 OS-EM updates to 72 OS-EM updates was 1.8%. A further

increase in the number of OS-EM updates did not improve count recovery by more than 4.7%.

If the goal is to perform accurate activity quantification for small objects (1.5 cm and less), it
may be considered to further increase the number of OS-EM updates, keeping in mind the
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simultaneous increase in image noise. It should also be noted that for the smallest sphere, full

recovery is not reached at 168 OS-EM updates, however, the use of a RC could further improve

the quantification accuracy.
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Figure 4.3. Normalised counts and SD,.,qve @S @ function of OS-EM updates for spheres with
diameters of 1.5 cm, 3.0 cm, 4.5 cm, and 6.0 cm, for (a) 1-123 LEHR, (b) 1-123 ME and (c) I-

131 HE.
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4.3.2 Calibration factors

Table 4.1 shows the CFs for the different source geometries and VOI diameters. The relative
SDs for the average of the four CFs, when selecting a VOI diameter equal to the physical source
diameter plus 3.0 cm, were 2.9%, 1.1% and 1.5% for 1-123 LEHR, 1-123 ME and 1-131 HE,
respectively. Similar results were obtained when selecting the VOI equal to the detector’s
physical size (relative SDs of 1.9%, 0.8% and 4.7% for 1-123 LEHR, 1-123 ME and 1-131 HE,
respectively). For 1-123 LEHR, the selection of the different VOI margins resulted in a 5.0%
difference in CF between VOI selection (i) and (ii), 13.0% difference in CF between VOI
selection (i) and (iii) and 19.0% difference in CF between VOI selection (ii) and (iii). The
corresponding differences obtained for 1-123 ME were all less than 2.2%. 1-131 HE resulted in
differences of 1.1%, 7.2% and 8.4%, respectively. These results show that the effect of VOI
selection is more pronounced for 1-123 LEHR and 1-131 HE. This can be attributed to unwanted
septal scatter and penetration, which were not fully corrected for using the OS-EM

reconstruction and the appropriate correction methodologies.

Table 4.1

CFs for 1-123 with the LEHR and ME collimator and 1-131 with the HE collimator, in
cps/MBq, for the four CF source geometries. VOI diameters were defined as (i) less than
the physical source diameter, (ii) equal to the physical source diameter plus a 3 cm
margin, and (iii) equal to the physical size of the detector.

VOl 1-123 LEHR 1-123 ME 1-131 HE

diameter (cps/MBQ) (cps/MBQ) (cps/MBQ)

[ CFcyIinder 89.3 119.0 27.7
CFcyIinder 88.4 115.6 26.8
CFwater 84.4 118.2 27.6

. CFair 824 116.4 27.2

! CFpoint 84.1 1155 27.8
Average + SD 848+25 116.4+1.3 27.4+04
Relative SD (%) 2.9 1.1 1.5
CFcyIinder 100.4 118.9 28.6
CFwater 102.2 120.2 29.1

CFair 98.4 117.7 29.4

. CFpoint 102.4 118.7 31.7
Average + SD 1009+19 1189+ 1.0 29.7+14
Relative SD (%) 1.9 0.8 4.7
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To better visualise the effect of septal scatter and penetration, simulated energy spectra of
CFpoint projection images are shown in Figure 4.4. Higher levels of septal penetration (indicated
by the arrows) can be seen in Figure 4.4a compared to Figure 4.4b and Figure 4.4c. This further
highlights the importance of accurate septal scatter and penetration corrections, which could
be the cause of the larger difference between CFs with VOI diameters (i) and (ii) to that of (iii)
for 1-123 LEHR, as shown in Table 4.1. For this reason, the use of VOI diameter (iii) was not

considered further.
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Figure 4.4. Simulated energy spectra of CFpoint projection images for (a) 1-123 LEHR, (b) I-
123 ME, and (c) 1-131 HE.

When considering the use of 1-131 in the clinic, considering the high-cost implications, the
possibility of contamination, the high radiation risk to staff members due to its high photon
energy, emission of beta particles, long half-life and volatility, as well as its impracticality of
use in the clinical environment, the use of CFcyiinder Was not considered further, despite being
recommended by others (29,62). For this reason, VOI diameter (i) was also not considered
further. When comparing the results of the remaining three geometries under the remaining
VOI diameter (ii), maximum differences of 2.0 cps/MBq (between CFwaer and CFair),
3.7 cps/MBq (between CFwater and CFpoint) and 0.6 cps/MB(q (between CFair and CFpoint) Were
noted for I-123 LEHR, 1-123 ME and 1-131 HE, respectively.

Based on these findings, the CFpoint With a VOI diameter equal to the physical size plusa 3.0 cm
margin, representing the simplest geometry and easiest to replicate in the clinical environment,

was considered appropriate to use as a CF for all radionuclide-collimator combinations.
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4.3.3 Recovery coefficient curves

Figure 4.5 shows the calculated RCs as a function of sphere diameter for all radionuclide-
collimator combinations. The mono-exponential functions fitted to the data, allowing for
interpolation between sphere sizes, had R? values of 0.99 for all radionuclide-collimator
combinations. From Figure 4.5 it is evident that for 1-123 LEHR and 1-123 ME, more than
90.0% (RC > 0.9) of the activity concentration is recovered for spherical sources with diameters
equal to and larger than 5.0 cm. Comparatively, more than 80.0% (RC > 0.8) of the activity
concentration was recovered for 1-131 HE at sphere diameters of 5.0 cm and more, and 90.0%
(RC > 0.9) at sphere diameters equal to and larger than 7.0 cm. This emphasises the impact of

PVEs for radionuclide-collimator combinations with poorer spatial resolution, such as 1-131
HE.
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Figure 4.5. RC as a function of sphere diameter for 1-123 LEHR, 1-123 ME and 1-131 HE,

with the solid lines showing the fitted functions.
4.3.4 Quantification

4.3.4.1 Spheres in the cylindrical phantom

The quantification error, as defined by Equation 4.5, for spheres with diameters ranging from
2.5 to 10.0 cm, in the activity-filled cylindrical phantom, for all radionuclide-collimator
combinations, is shown in Figure 4.6. Overall, percentage quantification errors were less than

3.2% for all radionuclide-collimator combinations.
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Figure 4.6. Quantification error (%) of spheres of differing diameter in the activity-filled
cylindrical phantom, for 1-123 LEHR, 1-123 ME and 1-131 HE.

4.3.4.2 Voxel-based digital patient phantoms
Figure 4.7 shows projection images and reconstructed transaxial slices of the voxel-based
digital patient phantom for all radionuclide-collimator combinations. Additionally, profiles

through the largest sphere (diameter: 5.0 cm) are shown alongside their respective images.

Differences in background counts due to collimator septal scatter and penetration can be seen
between 1-123 LEHR and 1-123 ME in Figure 4.7a and Figure 4.7c, respectively. The presence
of septal scatter and penetration is further illustrated with the profile through the 5.0 cm sphere,
as shown by the arrows in Figure 4.7a compared to Figure 4.7c. However, comparing the
reconstructed slices and the profile through the 5.0 cm sphere, as shown in Figure 4.7b and
Figure 4.7d, it can be seen that septal scatter and penetration is sufficiently compensated for
the case of 1-123 LEHR (ratio of peak to trough counts increased). Overall, the 1-123 LEHR
images appear slightly noisier compared to 1-123 ME. This can be attributed to poorer counts
statistics due to the reduced sensitivity of 1-123 LEHR compared to 1-123 ME, considering
equal amounts of activity were simulated in each. The effects of septal scatter and penetration
are notably lower for 1-131 HE, as shown in Figure 4.7e and Figure 4.7f. Visually, the 1-123
ME images are comparable to the 1-131 HE images. Similar differences have been reported in

literature by Nakajima et al. (54).
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(a) (b)

(c) (d)

(e) (f)

Figure 4.7. Uncorrected projection images (a, ¢, €), and reconstructed corrected transaxial
slices (b, d, f) through the voxel-based digital patient phantom for (a, b) 1-123 LEHR, (c, d) I-
123 ME, and (e, f) I-131 HE. Profiles through the largest sphere are displayed alongside their

respective images. Arrows indicate septal scatter and penetration at peak and trough and at

tail region.

The activity quantification errors in the two spheres are shown in Figure 4.8 for all
radionuclide-collimator combinations. The 3.0 cm and 5.0 cm spheres show an absolute
quantification error of less than 5.4% for all radionuclide-collimator combinations for both
scenarios 1 and 2. For the liver, absolute quantification errors of less than 5.2% are noted across

all radionuclide-collimator combinations.
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Figure 4.8. Activity quantification errors (%) for spheres in the voxel-based digital patient
phantom (scenario 1 and 2), for I-123 LEHR, 1-123 ME, and 1-131 HE.

4.4 Discussion

The purpose of our work was to evaluate the accuracy of activity quantification for SPECT
imaging when using 1-123 with both the LEHR and ME collimators, and for 1-131 with the HE
collimator.

Optimisation of OS-EM updates

From the results, it is evident that optimisation of the number of OS-EM updates is important
for accurate SPECT activity quantification. Literature states that smaller objects require a larger
number of OS-EM updates to improve reconstruction accuracy (19), which corroborates our

results, as shown in Figure 4.3.

From literature, it is well known that increasing the number of OS-EM updates, increases image
noise for some radionuclides, including Tc-99m (52), 1-131 (43,55,56) and Lu-177 (27,57,58).
The results in Figure 4.3 corroborate that stated in literature, showing that the image of the
smallest sphere has the largest SD,....iveValue, and that the value decreases as the sphere size
increases.

Figure 4.3 also shows that the optimal number of OS-EM updates is object size-dependent.
Based on these findings, the optimal number of OS-EM updates was found to be 60 for all
radionuclide-collimator combinations. Our study's findings were similar to results reported in
the literature (11,19,59). The choice of optimal number of OS-EM updates was confirmed by

similar convergence obtained with the voxel-based digital patient phantom (Figure 4.5).
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Calibration factors

Literature reports the use of several CFs, which include the activity-filled cylindrical phantom,
point-like or spherical source in air (20,21). The simplest way of determining a CF is from a
point-like source in-air. However, this method relies on SPECT data which has been
reconstructed with high accuracy. To account for any uncertainties in the reconstruction
process, a more reliable source geometry is one which better approximates the patients’ scatter
and attenuation properties (43). However, Dewaraja et al. (43), also stated that when comparing
I-131 HE quantification results obtained with a spherical (volume: 200.0 ml, diameter: 7.3 cm)

and a point source CF, there was no evidence that one geometry outperformed the other.

As with D'Arienzo et al. (20), the relative percentage SD values displayed in Table 4.1 show
little difference between the four CF source geometries (CFcyiinder, CFwater, CFair and CFpoint).
However, this small error may not always be representative, as the error is highly dependent
on the compensation methods implemented in the clinical reconstruction algorithm. The
reconstruction algorithm used in this study includes compensation for object scatter and
attenuation as well as CDR which, in turn, compensates partly for collimator septal scatter and

penetration. This is not always true for software implemented on clinical workstations.

Our results showed the importance of the choice of VOI size when obtaining a CF. This is
especially important when imaging radionuclide-collimator combinations resulting in high
levels of septal scatter and penetration, as seen in Figure 4.4a and Figure 4.4c for 1-123 LEHR
and 1-131 HE, respectively. Despite the reconstruction process accounting for septal scatter
and penetration, counts from septal scatter and penetration are still present, as evident in the
results shown in Table 4.1. The difference in CF when using VOI diameters (ii) and (iii) is
19.0% and 8.4% for 1-123 LEHR and 1-131 HE, respectively. However, due to the minimal
amount of septal scatter and penetration present with 1-123 with the ME collimator, the

difference in CF values between VOI diameters (ii) and (iii) is less than 2.2%.

The results also show that a less demanding CF source geometry can be used if appropriate
corrections for scatter, attenuation and CDR (including septal scatter and penetration) are
applied during reconstruction. For this reason, the CFpoint Was considered optimal for all
radionuclide-collimator combinations, if a VOI diameter equal to the physical size, extended

with a radial distance of 3.0 cm as a margin, is used.
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Recovery coefficient curves

According to literature, the shape of the recovery curves is dependent on several factors,
including the size and shape of the object, as well as the presence of activity surrounding the
object. (60). In this work, only spherical sources, placed in a water-filled cylindrical phantom,
were used to determine the RC curves (Figure 4.5) for the three radionuclide-collimator
combinations. As a consequence, when applying these RCs as PVE corrections for structures
with irregular shapes, the result may be inaccurate (31). It is important to note that the CF
source geometry chosen will influence the RCs (27). In this study, the CF was obtained from
the CFpoint With a VOI diameter equal to the physical size plus a 3.0 cm margin. However, the
VOI diameter used to determine the recovered activity concentration for the RCs was set equal
to the sphere's physical size, since this VOI definition was used to obtain the activity
quantification accuracy in the voxel-based digital phantoms. This explains why the RC curves
do not reach a value of 1, for all radionuclide-collimator combinations. The underestimation of
the true activity concentration was more pronounced for 1-131 HE due to the collimator's
limited spatial resolution (60). Similar results have been reported in literature for 1-131, where
different VOI geometries were used to obtain RCs and CFs (61).

Quantification

Figure 4.6 showed absolute quantification errors not more than 3.2% for spheres in an activity-
filled cylindrical phantom. The position dependence of VOIs is more pronounced for smaller
objects (especially those smaller than two to three times the spatial resolution), which typically
results in poorer quantification accuracies. It is important to keep in mind that due to PVEs,

smaller objects are generally associated with larger quantification errors (61).

Dewaraja et al. (19) summarised results from physical phantom evaluations of SPECT
quantification and highlighted that for 1-131 activity quantification without compensation for
PVEs, errors of 17.0% for large spheres (8.0 mL to 95.0 mL), and up to 31.0% for small spheres
(4.0 mL) (55) were obtained. In another study by Koral et al. (62), 1-131 quantification errors
of less than 7.0% were reported when compensation for PVE was applied. These results
highlight the importance of using appropriate PVE corrections to obtain accurate activity
quantification. For 1-123 LEHR activity quantification, errors of up to 5.0% were reported by
Shcherbinin et al. (23).

In a recent study, Westerberg (61) reported I-131 activity quantification errors up to 13.0% and

8.0% for small (10.0 mL) and large (26.0 mL) spheres, respectively, as well as an activity
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quantification error of 35.0% for the kidney when no compensation for PVE was applied.
Brady et al. (12) reported 1-123 activity quantification errors of 10.0% for spheres with
volumes ranging between 5.8 mL and 29.0 mL.

Our study results showed smaller quantification errors in comparison to results in some of the
literature findings, as pointed out above, which is most likely attributed to differences in the
compensation and reconstruction methods used and the addition of PVE compensation which

was often omitted by the referenced authors.

The overestimation noted for the 3.0 cm sphere in patient scenario 2, for 1-131 HE is striking;
however, results are only shown for a single patient. We therefore speculate that this may be
due to statistical variations; however, it is recommended that future work include more patient

phantoms.

4.5 Conclusion

Our results show when using a simple CF source geometry in clinically realistic patient
geometries, it is possible to obtain activity quantification accuracies within 6.0% for all
radionuclide-collimator combinations if appropriate corrections for scatter, attenuation, CDR
and PVEs were incorporated into the reconstruction of the SPECT data. Our results also show
that comparable 1-123 activity quantification accuracies could be obtained with the LEHR and

ME collimators.

The quantification procedure suggested in this study can easily be implemented in routine
clinical practice. 1-123 imaging should preferably be performed with a ME collimator.
However, if appropriate corrections for septal scatter and penetration can be applied, then the
[-123 LEHR combination can be useful for departments that do not have access to a ME

collimator.
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5.1 Introduction

Personalising cancer treatment in the field of oncology is rapidly evolving, highlighting the
importance and advantage of radiopharmaceutical therapy (1,2). Theragnostics is a field in
nuclear medicine (NM) (3), where radiopharmaceuticals and imaging techniques are uniquely
combined to diagnose and treat certain types of cancers sequentially. Typically, the same
radiopharmaceutical is used for both the diagnostic imaging and therapy; however, the

radionuclide may differ (4,5).

Silberstein (6) considers radioiodine a classic theragnostic agent. Since iodine naturally
accumulates in the thyroid, it is routinely used to diagnose thyrotoxicosis and thyroid cancer.
Metaiodobenzylguanidine (mIBG) was first used to image tumours in the adrenal medulla as
early as 1980. When labelled to iodine-123 (I-123) or iodine-131 (I-131), mIBG has become a
standard for the detection and staging of neuroendocrine tumours (NETs) in NM imaging. I-
123’s principal photon energy (159.0 keV) is better suited and favoured over I-131 (364.0 keV)
for imaging. [-123 has a lower radiation load, allowing for administration of higher activity for
imaging purposes. As a result, [-123 is an ideal choice for accurate localisation when using
SPECT/CT systems. However, I-131 is readily available; therefore, in centres where 1-123 is
unavailable, I-131 is often used (7,8). I-131 may also be preferred due to its longer half-life,

allowing for more accurate determination of its’ biological washout (9).

I-123 can be imaged with either a low energy high resolution (LEHR) or a medium energy
(ME) collimator. When an improved spatial resolution is required, the LEHR collimator is
recommended; however, this is only true when appropriate corrections for septal scatter and
penetration are applied, since [-123 emits multiple high energy photons (e.g. 529 keV with
1.4% abundance) (10). The ME collimator reduces the influence of septal scatter and
penetration from the higher-energy photons of I-123 and is thus the preferred collimator when
accurate activity quantification is required. However, some NM practices may only have access
to a LEHR collimator; therefore, it is worthwhile investigating the potential use of the LEHR
collimator for I-123 imaging. Due to the relatively high energy of the I-131 main photopeak,
together with the septal penetration and scatter from its’ higher energy photons (636.9 and
722.9 keV), the use of a high energy (HE) collimator is required (10—12). In addition to the
gamma photons emitted by [-131, beta particles with a maximum and mean energy of

606.0 keV and 192.0 keV are also emitted, making I-131 an ideal therapeutic agent. [-131 is

5.2



routinely used to treat thyrotoxicosis and thyroid cancer, and when labelled to mIBG, it is used

in the treatment of NETSs.

Typically, the efficacy of cancer treatment is directly related to the high absorbed dose to the
tumours, however, the absorbed dose limits for the organs at risk and the surrounding tissue
have to be taken into account (13). Thus, to ensure the safety and optimisation of
radiopharmaceutical therapy, knowing the absorbed dose to tumours and organs at risk is
critical, especially when evaluating its’ radiobiological effect (14). The effectiveness of
radiopharmaceutical therapy can therefore be improved with accurate pre-treatment patient-

specific dosimetry.

The most widely used method for performing internal radiation dosimetry is the MIRD
formalism, proposed by the Medical Internal Radiation Dose Committee of the Society of
Nuclear Medicine (15). A practical approach for using this formalism was initially developed
for diagnostic dosimetry and risk estimates, using precalculated organ-based tables describing
radiation transport. This method is simple but valuable to use in routine practice. Since physical
and biological radiopharmaceutical data is easily obtained, the dose to selected organs and the

whole-body (WB) can be estimated using the MIRD formalism approach.

An estimated mean absorbed dose to a target volume is calculated, assuming average tissue
energy deposition and uniform radiopharmaceutical distribution. For non-penetrating radiation
(beta particles and electrons), the source and the target volumes are the same. For penetrating
radiation (photons), multiple source volumes may contribute to the absorbed dose in a target

volume, including radiation emitted from the target volume itself (16).

The mean absorbed dose to a particular target organ, D,, is calculated as follows,
Dy = Xn ApS(ric < 1) (5.1)

where 7y, is the source region, 7y, is the target region, 4y, is the time-integrated activity for each
source region, and S(ry, « 13,) is the mean dose per cumulated activity from the source region
to the target region. S values are calculated using Monte Carlo (MC) simulations based on
computational models. Tabulated versions are calculated from mathematical reference
phantoms of an average adult, adolescent, child, or foetus. Multiple target and source volume

S values for a range of radionuclides have been published in MIRD pamphlet 11 (17, 18)..
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Absorbed dose calculations from reference phantoms can be useful for non-patient-specific
diagnostic dosimetry and risk estimates. However, it has, in principle, a limited use in therapy,
as organ shape, size, and position vary considerably from patient to patient (19). To overcome
the shortcomings of the MIRD formalism, an alternative method based on MC radiation

transport in a more patient-specific geometry can be adopted.

Absorbed dose calculations from real-time MC radiation transport is the most accurate method
for patient-specific 3D absorbed dose calculations; however, it is not well established in the
clinic, as it is relatively time-consuming (20). This approach is based on the MIRD formalism,
however, the source and target volumes are defined from individual voxels, rather than from

mathematical models describing whole organs.

It uses activity images together with registered attenuation maps to model radiation transport
in the patient. The process involves sampling decay locations from a set of quantitative NM
images, by assuming each voxel value indicates the activity at a specific volume in the patient,
corresponding to the voxel location. The transportation of non-penetrating (betas and electrons)
and penetrating (photons) radiation is simulated based on the density map created from patient
CT images. The energy deposited at each interaction site is mapped on a separate matrix, equal
in size to that of the CT image set. This matrix thus indicates the absorbed energy in the patient,

on a voxel level.

The accuracy of absorbed dose calculations, based on SPECT images, depends on several
factors such as the SPECT systems’ spatial resolution, tumour size, organ size and the
radiopharmaceuticals’ biokinetics. Biokinetic information can be obtained from either planar
(static or WB), SPECT/CT or a combination of planar and SPECT/CT images (20). The
downfall of using planar imaging is its poor image contrast due to activity in over- and
underlying tissues, and the need for precalculated S values. These limitations are overcome in
tomographic SPECT imaging, allowing for improved quantification accuracy. However, a
potential drawback of SPECT imaging for quantification purposes may be its limited axial
range of imaging. To perform SPECT imaging over several bed positions, covering a larger
anatomical region, would be impractical, as SPECT acquisitions can be time consuming. Due
to the large patient load observed in most NM clinics, performing multiple SPECT/CT studies
per patient could be challenging. By using a combination of WB planar and SPECT/CT
imaging, one can take advantage of the effectiveness and speed of WB planar imaging with the

improved quantification accuracy of SPECT/CT imaging (5). The hybrid method of imaging
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may be beneficial in institutions with large patient throughput, providing quantification

accuracies comparable to that for SPECT/CT, but with the speed of WB planar imaging.

The hybrid method involves acquiring multiple WB planar images over a period at specific
timepoints. The geometric-mean (GM) of the anterior and posterior WB planar images are
calculated, and corrections for scatter and attenuation are applied. A single SPECT/CT study
is performed close in time to one of the WB planar acquisition timepoints. The construction of
a time-activity curve (TAC) relies on information obtained from regions-of-interest (ROIs)
delineated on the corrected planar images and will therefore represent the kinetic data of the
radiopharmaceutical. A scaling factor, which is defined as the ratio between the activity
determined from the single SPECT point and its corresponding WB study, is determined. The
TAC is then scaled by this ratio, for specific volumes of interest (VOIs), ultimately adjusting
the amplitude of the WB planar TAC (5). The assumption is that the activity obtained from
SPECT/CT data is more accurate than data obtained from WB plana images.

Undoubtedly, the accuracy of the hybrid method relies on the SPECT activity quantification
accuracy. SPECT quantification accuracy depends on many factors; namely, calibration of the
camera, the radionuclide-collimator combination as well as the corrections applied for
degrading factors which is incorporated into the reconstruction algorithm. These corrections
include object scatter, non-homogenous attenuation and collimator detector response (CDR) as

well as collimator-septal scatter and septal penetration (20,21).

Studies have shown that the hybrid method of imaging for dosimetry performs better than
planar-based methods and can be comparable to SPECT/CT methods (22). For the hybrid
method to be successful, three factors should be considered prior to performing hybrid WB
planar-SPECT/CT quantification on patients: (i) there should be minimal overlap between
ROIs with high activity uptake in the WB planar images, (ii) the volume, represented by the
ROI, should be included in the SPECT/CT field-of-view, and (iii) the ROI uptake and
boundaries should be clearly visible on the WB planar image (22). If these criteria are met, this

method of quantification can be performed with great success.

It is important to note that commercially available dosimetry software, such as OLINDA, often
treat tumours as isolated objects, not including cross-dose to and from other tumours and source

organs. This may result in significant tumour absorbed dose underestimation. As a result, it
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may be worthwhile investigating the relative contribution of photon and beta interactions on

the calculated absorbed dose.

This study aimed to assess the accuracy of patient-specific absorbed dose calculations, based
on hybrid WB planar-SPECT/CT imaging, for tumours and organs at risk. The study made use
of [-123 and I-131 MC simulated voxel-based digital patient phantoms, from which the SPECT
activity quantification accuracy was determined. Thereafter, the hybrid WB planar-SPECT/CT
method was used to assess the accuracy of the liver and tumour absorbed doses (considering
both photon and beta interactions, as well as beta interactions only) for I-131-mIBG

radiopharmaceutical therapy.
5.2 Materials and methods
5.2.1 Monte Carlo simulations

The accuracy of the patient-specific dosimetry was assessed based on MC simulations of voxel-
based digital patient phantoms, created from CT images of three randomly selected
retrospective patient SPECT/CT data sets from the Universitas Academic Hospital NM patient
database (#1-3). The process of creating these voxel-based digital phantoms is described by
Morphis et al. (23,24).

Two different sized spheres mimicking spherical tumours were added to the voxel-based digital
patient phantoms. As shown in Figure 5.1, two scenarios for each patient phantom were
created; scenario 1 included a sphere with a diameter of 5.0 cm (65.5 ml) positioned above the
liver between the lungs and a second sphere with a diameter of 3.0 cm (14.1 ml) positioned
below the liver. Scenario 2 included a 3.0 cm diameter sphere positioned above the liver

between the lungs and a 5.0 cm diameter sphere positioned below the liver.

The activity concentration in the liver, lungs, spheres, and remainder of the body was uniformly
assigned according to the biological pharmacokinetic data in Table 5.1. The activity
concentration values are based on clinical diagnostic 1-123 and I-131 mIBG SPECT patient
data, with an administered activity of 370.0 MBq and 185.0 MBq for I-123 and I-131,

respectively.
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(a) (b)

5.0cm a0em

3.0cm 3.0cm

Figure 5.1. Schematic showing the position of the spheres for (a) scenario 1 and (b) scenario

2.

Table 5.1
Biological pharmacokinetic data determined from mono-exponential fitting of quantified

activity values obtained from WB images at different timepoints post-injection.

Timepoint Biological Pharmacokinetic Data (kBq/ml)

(hours p.i.) Liver Lungs Spheres Remainder
1 27.9 15.5 3423 3.4

4 26.2 14.1 325.2 3.2

6 25.1 13.3 314.2 3.1

24 17.2 7.6 231.0 23

36 13.3 52 188.2 1.8

48 10.4 3.6 153.3 1.5

72 6.2 1.7 101.7 1.0

The SIMIND MC code (25), modelling the dual-head Siemens Symbia T16 (Siemens
Healthcare, Erlangen, Germany) SPECT/CT system, used at the Department of NM at
Universitas Academic Hospital (Bloemfontein, South Africa), was used to simulate anterior
and posterior (A/P) WB planar (from here on referred to as WB) and SPECT projection images
for three radionuclide-collimator combinations (I-123 LEHR, I-123 ME and 1-131 HE).
Morphis et al. (23,24) described the setup and validation of the virtual gamma camera (detector

and collimators) and the simulation specifications.

WB planar images were simulated at five timepoints corresponding to 1, 4, 6, 24 and 36 hours
p.i. for [-123 and 6, 24, 36, 48 and 72 hours p.i. for I-131. SPECT projections were simulated
at 24 hours p.i. for both [-123 and I-131. Effective half-life (biological pharmacokinetic data
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shown in Table 5.1 combined with physical decay) was used to generate activity distributions

at the different timepoints.

WB planar images were simulated with an image matrix and pixel size of 256 x 1024 and
2.4 x 2.4 mm?, respectively. The count level in the WB images were scaled to match an
acquisition with a scan speed of 6.0 cm/min and a scan length of 2.0 m. Sixty SPECT
projections, scaled to match an acquisition time of 40 sec, with a matrix and pixel size of 128
x 128 and 4.8 x 4.8 mm?, respectively, were simulated in step-and-shoot mode using a non-
circular orbit-of-rotation. An energy window of 15.0% was centred over the 159.0 keV and
364.0 keV photopeak’s of [-123 and I-131, respectively. The simulation protocols are described
in more detail in recent publications by Morphis et al. (23,24). A sufficient number of histories

were simulated, to ensure essentially noise-free MC data (19).
5.2.2 TImage processing and activity quantification

The simulated WB images were processed with LundADose; a software program developed at
Lund University, Sweden (26). The software performs scatter correction on individual A/P WB
planar images by applying a Wiener filter deconvolution in Fourier space. The scatter kernels
used by the Wiener filter were pre-calculated by MC simulations of a point source at different
depths in a water phantom. These simulations incorporated both scatter in the phantom,
backscatter, as well as collimator scatter and septal penetration (20). The WB planar images
were corrected for attenuation by multiplying the GM image with a patient-specific map of
attenuation correction factors, created from a projection of the patient CT dataset (Figure 5.2a),
scaled to match the attenuation of 159.0 keV and 364.0 keV, respectively (20). The GM scatter
and attenuation corrected WB planar images were not converted to activity images, as they
were only used to obtain the shape of the TAC. Despite this, both scatter and attenuation
correction was performed as it results in images with improved image quality, making organ
and tumour delineation more accurate (20). Since the WB images were solely utilised to
determine the shape of the TAC curve, regions of interest (ROIs) smaller than physical size of
the source volume, but sufficiently large to ensure good count statistics, were drawn. Smaller
ROIs were selected to limit the contribution of over- and underlying activity from other source
organs. TACs were generated for the liver and the two spheres, by plotting the count values

obtained in each ROI as a function of time.
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The SPECT projection images were reconstructed using an OS-EM iterative reconstruction
package developed by Frey and Tsui (21), which is incorporated in LundADose. The iterative
reconstruction algorithm performs a CT-based attenuation correction, model-based scatter
correction using the Effective Scatter Source Estimation algorithm (ESSE), and a CDR
correction. The CDR correction accounts for both collimator septal penetration and scatter
using pre-calculated MC simulated kernels (27). No postfiltering was performed. Figure 5.2b
shows an example of a transverse slice through a CT-based patient-specific attenuation map.
Reconstruction was performed with a pre-determined number of OSEM updates (28), resulting
in reconstructed SPECT images with a matrix dimensions of 128 and a cubic voxel size of
4.8 mm?>. The reconstructed images were converted to units of activity using a pre-determined
calibration factor of a point source in air, as described by Morphis et al. (28). VOIs were
manually delineated to represent the physical size of the liver and the two spheres. The activity
in each sphere was corrected for partial volume effect by applying recovery coefficients,
obtained from pre-determined recovery curves (28), to the VOIs delineating the spheres’
physical size. The recovery coefficients were selected based on spheres of equivalent volume
to the delineated VOI. The activity quantification procedure was based on methods described
by Morphis et al. (28). The error in the calculated activity for the liver and the two spheres was
defined, according to Equation 5.2, as the percentage difference between the recovered activity
concentration ([A]ecovereqa) and the true activity concentration ([A]g-ye), as defined in the
SIMIND simulation setup,

A -[A
Quantification Error (%) = [Alrecoverea = [Alerue x 100 (5.2)

[A] true

(a) (b)

' |

D . 1
-'=D=: -
L — ===_-

Figure 5.2. Example of a patient-specific (a) simulated WB planar image and (b) transverse

slice through a CT-based SPECT attenuation map.
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5.2.3 Dosimetry

Patient phantom-specific dosimetry was performed using full MC radiation transport, based on
electron gamma shower (EGSnrc) software, incorporated in LundADose (26). To model the
radiation transport, the EGSnrc code employs the physics of both photon and charged-particle
interactions with matter. The MC simulations used CT data, incorporating patient phantom
anatomical information, as well as the quantitative activity distribution, obtained from the
reconstructed SPECT data. The cut-off energy of photon and electron interactions was set to
0.01 and 0.1 MeV, respectively. Two dosimetry simulations were performed, namely, (i) with
both photon and beta interactions, and (ii) with beta particle interactions only. All simulations

were performed with 100 million histories.

For each patient phantom scenario, two sets of images that defined the quantified SPECT
activity distribution (I-123 LEHR, 1-123 ME and I-131 HE), were used as input for the MC
dose simulations, together with their corresponding registered density image. These were (i)
the simulated quantified SPECT activity distribution (QAD) from the patient phantom, post-
reconstruction, and (ii) the simulated quantified SPECT activity distribution from the patient
phantom, uniformly distributed (QAD.) (depicted in Figure 5.3, step 4). QAD is the apparent
image set to use; however, it is well known that when CDR correction is included in the
iterative reconstruction, Gibbs artefacts may be present (29). These artefacts are characterised
by an increased count level close to the edges of an object and a corresponding lower count
level in the centre (20). Ultimately, this phenomenon may aftect the accuracy of the calculated
absorbed dose. For this reason and since the activity distribution for each VOI, used as input
for the simulations, was uniformly defined, QAD., where the quantified activity in each activity
was uniformly distributed, was created. The total quantified activity in each organ remained
the same, however, spreadout uniformly in QAD, to avoid the Gibbs artefact. The LundADose

output images represented I-131 absorbed dose-rates, at 24 hours p.i., in units of mGy/hour.

A time dose-rate curve (TDC) was created for each VOI by scaling the TAC, obtained from
the five WB planar timepoints, with the absorbed dose-rate calculated from the SPECT
timepoint at 24-hour p.i. The time point for the liver and each sphere were fit with a mono-
exponential curve-fitting model. The mean absorbed doses for each VOI, for each patient

phantom scenario, were calculated by analytical integration from zero to infinity.
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The accuracy of the mean absorbed dose was assessed by comparing the absorbed dose
calculated from the two sets of images described above to that from the true absorbed dose
estimates that were calculated directly from the predefined voxel-based digital patient phantom
activity. The absorbed dose accuracy (%) was reported for the liver and both spheres according

to Equation 5.3,

Dcalculated - Dtrue

Absorbed dose accuracy (%) = x 100 (5.3)

Dtrue
Average absorbed dose values to the liver as well as the 3.0 cm and 5.0 cm spheres, across all
three patient phantoms and for both scenarios were calculated, considering (i) beta-particle
interactions only, as well as (ii) both photon and beta-particle interactions. The schematic

flowchart shown in Figure 5.3 illustrates the various steps involved in the dosimetry process.
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Figure 5.3. Schematic flowchart illustrating the various steps involved in the dosimetry
process. In step [1] SPECT and WB planar images are simulated using the density and
activity maps as input for the MC simulator. [2] The SPECT projection images are
reconstructed and the activity in each ROI is quantified. [3] The WB planar images are
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processed. In step [4] MC dosimetry is performed for both QAD and QAD.. [5] MC
dosimetry is then performed on the true activity map to obtain the true dose distribution. In
step [6] the calculated dose from QAD and QAD, is compared to the true dose, for the liver,

3.0 cm, and 5.0 cm sphere.
5.3 Results
5.3.1 Whole-body time-activity curves

Figure 5.4 shows an example of the unprocessed simulated A/P WB images, as well as the GM
corrected image for the three radionuclide-collimator combinations. The ROIs used to create

the TACs are also shown in Figure 5.4.

Overall, the WB planar A/P 1-123 ME images show better image contrast compared to the I-
123 LEHR and I-131 HE images. This can be attributed to the effects of collimator septal
scatter and penetration, which is more pronounced for [-123 LEHR and I-131 HE compared to
[-123 ME. Therefore, the resultant GM images are noisier after applying scatter correction.
Furthermore, based on the lower administered activity and I-131 HE sensitivity, as reported by
Morphis et al. (24), the I-131 HE images present with more noise. The GM corrected images

show an improvement in image contrast across all three radionuclide-collimator combinations.
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Figure 5.4. Example of a simulated anterior and posterior WB planar study and the

corresponding GM corrected image for (a) I-123 LEHR, (b) I-123 ME, and (c) [-131 HE.

The fitted TAC for the liver, obtained from the WB planar images at different timepoints, is

shown in Figure 5.5 for all three radionuclide-collimator combinations.

Overall, there is a good agreement in the shape of the liver TACs for 1-123 LEHR and 1-123
ME (Figure 5.5a and b). Due to its longer physical half-life and lower activity concentration,
the shape of the I-131 HE TAC shows a more prolonged washout from the liver as well as

reduced activity, compared to [-123.
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Figure 5.5. A plot of activity in the liver ROI as a function of time, predicting the shape of
the liver TDC, for (a) I-123 LEHR, (b) I-123 ME and (c¢) I-131 HE.

5.3.2 SPECT activity quantification

The results in Table 5.2 show a good agreement between the recovered and true activity
concentrations for the liver and both spheres in both scenarios for all three patient phantoms.
The activity quantification errors, defined by Equation 5.2, for the liver, 3.0 cm and 5.0 cm

spheres, for the three radionuclide-collimator combinations, are shown in Table 5.2 below.

The largest quantification errors noted were -5.0% (#1, scenario 1), -6.2% (#2, scenario 2), and
-6.9% (#2, scenario 1), for the liver, 3.0 cm and 5.0 cm sphere, respectively. The average
quantification errors did not exceed -0.8%, -2.4% and -2.4% for the liver, 3.0 cm sphere and

5.0 cm sphere, respectively.
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Table 5.2
Activity quantification error (%) for the liver, 3.0 cm and 5.0 cm sphere, in both scenarios

for patients #1-3.

Activity Quantification Error (%)

. Liver : 3.0 cm . 5.0 cm

‘1123 1-123 1-131 1-123 1123 [-131  1-123 1123 I-131
'LEHR ME HE |LEHR ME HE |LEHR ME HE

Scenariol | #11-50 19 08 {41 20 38 {41 31 -26

g8 #2027 21 31 015 34 12 169 60 -50

'
3.0cm 1
'

—————————————————————————————————————————————————————————————————————————————————————————————————————————————————————————————

Scenario? | #1:-35 38 21 30 -09 54 |03 1.6 -05

AN . #2226 03 21 62 58 -1 |22 32 23

" le3i32 L1 24 28 34 -1 (20 12 07

5.3.3 Dosimetry

Transverse slices through the I-123 LEHR SPECT activity distribution and the corresponding
I-131 dose-rate maps are shown in Figure 5.6, for (a) the true activity distribution, (b) QAD,
and (c) QAD.. The liver and 5 cm sphere VOlIs, as delineated on the CT images, are also shown.

Figure 5.6a shows the true dose-rate map, derived from the true uniform activity distribution.
The image degrading effects due to the acquisition and processing of NM images are visible in
the non-uniform activity distribution in Figure 5.6b. The inserted image of the sphere in Figure
5.6b shows the presence of the Gibbs artefact, post-reconstruction. The noisy activity
distribution resulted in an equally noisy dose-rate map, which does not compare well to the
true dose-rate map in Figure 5.6a. Using the quantified activity obtained from Figure 5.6b to
create an activity map with uniformly distributed activity in each VOI (Figure 5.6¢c), a dose-

rate map that visually compares well with the true dose-rate map is obtained.
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Figure 5.6. Slices through 1-123 LEHR activity maps and corresponding I-131 dose-rate
maps (photon and beta interactions), for (a) true activity distribution, (b) QAD, and (c)
QAD.. In frame (b), the arrows indicate the presence of the Gibbs artefact in the sphere when

viewed at an adjusted contrast level. This could be misinterpreted as necrosis.

Figure 5.7 shows the I-131 absorbed dose values, averaged over all three patient phantoms and
both scenarios, with contributions from photon and beta interactions as well as beta interactions
only, for the liver, 3.0 cm, and 5.0 cm spheres, calculated from the I-123 LEHR, I-123 ME and
I-131 HE activity distributions.

For I-123 ME and I-131 HE, small differences can be seen when comparing the true and
calculated absorbed dose values obtained from QAD and QAD., for the liver (< 6.5%) and

3.0 cm sphere (< 4.9%). Similar differences (< 13.5%) were seen for the 5.0 cm sphere.

For I-123 LEHR, the absorbed doses obtained from QAD. closer resembled that of the true
absorbed dose, with differences < 5.9%. QAD overestimated the true absorbed dose, with
percentage differences up to 20.3%. This overestimation can be attributed to the more
pronounced effects of septal scatter and penetration for I-123 LEHR, despite partial correction

thereof, contributing to the absorbed dose.

QAD tends to overestimate the true absorbed dose in scenarios where the Gibbs artefact is more
prominent (e.g., 5.0 cm sphere). This can be attributed to the fact that PVE correction is applied
to the activity within the VOI which delineates the objects’ physical size. Therefore, for QAD,
although the quantified activity within the VOI is corrected for PVE, activity that has spilled
out and lies outside the VOI, still deposits energy within the VOI. The same applies to scattered

5.17



photons, or those which have penetrated the collimator septa. The effects thereof are eliminated
by using QAD,, as all the recovered activity is placed within the VOI (no spill-out activity is

present in the activity distribution images).

The results, shown in Figure 5.7a and Table 5.3, show that the absorbed dose to the liver is
predominantly due to beta contribution, with photons contributing 34.5% and 30.2%, QAD and
QAD,, respectively. In comparison, the photon contribution is far less for the 3.0 cm (10.1%
and 8.3%) and 5.0 cm (13.3% and 12.6%) spheres. When considering the relatively large liver
size, one can expect that more photons are absorbed within the liver volume, whereas photons
originating from the spheres are more likely to escape the sphere volume before depositing
dose. Furthermore, cross-dose from the liver to the spheres, and vice-versa may also play a
role. Since the spheres were allocated a higher activity concentration compared to the liver, a
larger contribution of photon cross-dose from the spheres to the liver can be expected,

compared to that from the liver to the spheres.

The results in Figure 5.7 are summarised in Table 5.3, which shows the average absorbed dose
values, across all radionuclide-collimator combinations and patient phantom scenarios, for the
liver, 3.0 cm, and 5.0 cm spheres. Overall, the results show an increased absorbed dose when
using QAD compared to that of QAD,, for the 3.0 cm and 5.0 cm spheres. Similar liver
absorbed dose values were obtained between the two image sets. The relatively small standard
deviations highlight the minor differences in dose values across all three radionuclide-

collimator combinations.

Table 5.3
Average absorbed dose values across all radionuclide-collimator combinations and

patient phantom scenarios for the liver, 3.0 cm and 5.0 cm sphere

. "Absorbed dose (mGy/MBq)

Photon and beta . Beta

QAD QAD, QAD QAD,
Liver | 2.1+02 2.0+0.1 T 14=01 14201
30em | 21.1£23 19.0 % 0.1 18921 17.5+0.1
50cm | 242206 20.9+0.6 | 21.1£0.7 18.2+0.5

* Absorbed dose + one standard deviation.
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three patient phantoms and both scenarios, for all radionuclide-collimator combinations.
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Absorbed dose values reported for photon and beta interactions as well as beta only
interactions. The value above each bar shows the percentage difference between it and the
true absorbed dose. The error bars represent a single standard deviation of the average

absorbed dose values.
5.4 Discussion

The assessment of radiopharmaceutical therapy planning requires precise dosimetry.
Ljungberg et al. (27) used voxel-based digital phantoms, in conjunction with MC simulations,
to determine possible sources of error in the quantification process, allowing for the evaluation
of absorbed dose distributions. The proposed method in this study provides a similar evaluation
procedure for determining the accuracy of absorbed dose in clinically realistic voxel-based

digital patient phantoms.

It is important to note that activity uptake is relatively uniform for normal liver and sphere
diameters up to 10.0 cm. However, larger sphere volumes may exhibit non-uniform uptake,
due to possible necrotic centres. This may influence the accuracy of the treatment planning, as

well as the efficacy of the treatment (9).

The results showed that QAD resulted in an overestimation of the dosimetry results, up to
20.3% (5.0 cm sphere 1-123 LEHR). As mentioned, this may be attributed to the partial volume
correction by a recovery coefficient, which was applied to the VOI activity, correcting the
activity in the VOI for spill-out counts. The spill-out counts as well as those from septal scatter
and penetration outside the VOI are not removed from the image, thus still contribute to the
absorbed dose in the VOI. In a study by Dewaraja et al. (19) it was noted that when I-131
SPECT activity quantification was underestimated, the I-131 absorbed dose was also
underestimated, but to a lesser extent. They stated that this could be attributed to the spill-out

of counts which did not contribute to the VOI activity but did contribute to its absorbed dose.

To overcome this problem and considering the known activity distribution was uniform, the
reconstructed activity distribution was replaced with a uniform distribution of the quantified
activity (QADy), resulting in dosimetry accuracies within 5.9%. Overall, absorbed dose values

obtained with QAD, had improved accuracy, due to the removal of spill-out activity.

A wide range of I-131-mIBG liver absorbed doses have been reported in literature, with values

ranging from 0.3 to 1.1 mGy/MBq (1,30-33) and others ranging from 2.0 to 5.5 mGy/MBq
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(19,27,34). The absorbed dose values (photon and beta interactions) of 2.1 + 0.2 mGy/MBq
(QAD) and 2.0 £ 0.1 mGy/MBq (QAD.) obtained in this study fall well within these reported
values. It is important to note that the absorbed dose values for beta interactions only resulted
in values up to 30.0% less than when photon and beta interactions were considered. In this
case, local photon absorption is not considered and the cross-dose from spheres is significantly
underestimated. Quantitative Analyses of Normal Tissue Effects in the Clinic (QUANTEC)
states that for external beam radiation therapy, liver absorbed doses should not exceed 30.0 Gy,
ensuring toxicity of less than 5.0% (35). However, considering I-131-mIBG therapy has a
lower dose-rate, than that of external beam, the detrimental effect of radiation may be

mitigated, allowing for a higher dose limit for I-131-mIBG therapy (1).

[-131-mIBG tumour absorbed doses ranging between 0.2 and 17.0 mGy/MBq have been
reported in literature (19,30,31). Sphere absorbed dose values (photon and beta interactions)
reported in Figure 5.7 varied between 18.9 mGy/MBq and 25.1 mGy/MBq. When only beta
interactions were considered, absorbed doses were as much as 12.0% lower. This indicates that
the assumption made by commercial software, such as OLINDA, which treat tumours as
isolated objects, not including cross-dose to and from other tumours and organs at risk, may

result in significant dose underestimation. Similar findings were reported by Grimes et al. (36).
5.5 Conclusion

Tumour dosimetry can be used to measure the efficacy of a treatment, whilst organ dosimetry
can be used as a measure of treatment toxicity. Although the simulation studies were clinically
realistic it is important to note that organ and sphere motion was not considered, which could

affect the accuracy of activity quantification and absorbed dose in an actual clinical scenario.

The hybrid planar-SPECT/CT method for dosimetry has proven effective for personalised
treatment planning of I-131 radiopharmaceutical therapy, with either 1-123 or I-131 imaging.
Highly accurate dosimetry can be obtained for the liver and spheres as small as 3.0 cm. Despite
the poorer 1-123 LEHR and I-131 HE image quality, acceptable quantification accuracy was
obtained. [-131 absorbed dose values obtained from [-123 and I-131 images were comparable.
The average liver and sphere absorbed doses for the three patient phantoms with the proposed
uniformly distributed quantified activity (QADu.) were more accurate than that from the

quantified reconstructed activity distribution (QAD).
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The novel approach of replacing the reconstructed activity distribution with a uniform activity
distribution based on the quantified activity, results in a calculated absorbed dose that more
closely resembles the true absorbed dose value. As mentioned, this is an acceptable approach
when applying partial volume correction using the standard recovery coefficient method. This
approach may be of use in situations where there are pronounced Gibbs artefacts, due to CDR
correction, as well as scenarios where radionuclide-collimator combinations result in high
levels of septal scatter and penetration, which cannot completely be corrected. It may also be
worth investigating how voxel-based partial volume correction will influence the quantitative

and absorbed dose accuracy when using QAD.

The question arises as to whether accurate organ and tumour absorbed dose values can be
obtained when a uniform activity distribution is assumed in cases with a non-uniform initial

activity distribution. This will be investigated in future work, expanding on this study.
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6.1 Summary

Delivering a lethal dose of radiation to tumour cells whilst maintaining safe levels to
surrounding normal tissue is the goal of any radiation treatment. In South Africa, routine
practice when performing radiopharmaceutical therapy in Nuclear Medicine (NM), is that
fixed levels of therapeutic radionuclides are administered to all patients, with the idea that
"one size fits all". Ultimately, this can lead to poor tumour control and, more concerningly,
high levels of normal tissue complications. This emphasises the need for personalised
radiopharmaceutical therapy planning and resulted in investigating the implementation of a
dosimetry protocol for Universitas Academic Hospital (UAH) in Bloemfontein, South Africa.
The study presented in this research aimed to assess the accuracy of patient-specific iodine-
131 (I-131) dosimetry using hybrid whole-body (WB) planar-single-photon emission
computed tomography/computed tomography (SPECT/CT) imaging. It will allow the
clinician to predict the amount of activity to be administered to an individual, ensuring
optimal tumour control whilst sparing surrounding normal tissues. The hybrid method of
imaging is beneficial in institutions with large patient throughput, as it results in quantitative
accuracies comparable to that from SPECT/CT imaging, with the speed of WB planar
imaging.  This study can improve I-131-metaiodobenzylguanidine (mIBG)
radiopharmaceutical therapy at UAH and furthermore contribute to the application of NM
Monte Carlo (MC) modelling in the field of medical physics.

To achieve the aim of this study, the work was subdivided into four chapters with distinct
objectives. This chapter summarises the outcome of the four chapters and recommends some

future work.

Chapter 2 (Paper I) focused on the validation of a proposed energy resolution model for the
Simulation of imaging nuclear detectors (SIMIND) MC code, emulating the Siemens Symbia
T16 gamma camera. This was achieved by fitting the proposed energy resolution model to
measured energy resolution values as a function of photon energy. The accuracy of the fitted
model was then validated by comparing measured and simulated energy spectra obtained
from in-air and in-scatter measurements. Lastly, energy spectra simulated in a voxel-based
digital patient-phantom were compared and evaluated. The results showed that modelling of

the energy resolution across all energies is essential when simulating NM studies with high-
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energy photon emitting radionuclides (e.g. I-131), as well as radionuclides with multiple
photopeaks (e.g. lutetium-177, gallium-67 and I-131). Ultimately, the fitted energy resolution
model proved accurate in modelling the energy resolution of the Siemens Symbia T16
gamma camera. Existing gamma camera models simulated with MC codes lack an accurate
implementation of the gamma camera’s energy response across all photon energies. This
chapter addressed this deficiency by implementing a fitted function that models the Siemens
Symbia T16 gamma camera's energy response across all energies and used it together with
the SIMIND MC code to improve the gamma camera modelling. Therefore, the SIMIND MC
code could be used with confidence to simulate NM images, for optimising imaging

processing and activity quantification for dosimetry purposes.

It is important to first validate a MC code’s capability of modelling a clinical gamma camera,
prior to using it as a clinical simulator. This led to the work in chapter 3 (paper II) which
aimed to validate the SIMIND modelling of the Siemens Symbia T16 gamma camera,
specifically for iodine-123 (I-123) with both a low energy high resolution (LEHR) and
medium energy (ME) collimator and I-131 with a high energy (HE) collimator imaging. The
validation was achieved by comparing static planar, WB planar and SPECT gamma camera
measurements with simulations. The results showed that when using [-123 and I-131 with the
LEHR and HE collimator, respectively, appropriate collimator response corrections,
including modelling of septal scatter and penetrations, were essential. The use of a ME
collimator for I-123 imaging reduced the effects of septal penetration and collimator scatter
from the high-energy photons, and therefore, the ME collimator was a better choice when no
septal scatter and penetration corrections were available. Overall, this chapter showed the
SIMIND MC code's potential usefulness, combined with the improved energy resolution
model from chapter 2 (paper I), to further develop activity quantification methods for 1-123
and I-131 static planar, WB planar and SPECT acquisitions with the Siemens Symbia T16

gamma camera.

The evaluation of SPECT activity quantification accuracy for I-123 (LEHR and ME
collimator), and 1-131 (HE collimator), using the validated SIMIND MC code (chapter 3 -
paper II) with the fitted energy resolution model (chapter 2 - paper I) was presented in
chapter 4 (paper III). This was accomplished by optimising the number of ordered subsets-
estimation maximisation (OS-EM) updates for the SPECT iterative reconstruction algorithm
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and determining an appropriate calibration factor (CF) and recovery coefficient (RC) curve
for each radionuclide-collimator combination. Finally, the quantitative method was evaluated
in voxel-based digital simple, and patient phantoms. The results showed that with the
application of a simple CF source geometry and appropriate corrections for scatter,
attenuation, collimator-detector response (CDR) and partial volume effects (PVEs),
incorporated into the reconstruction of the SPECT data, quantification accuracies within
6.0% for all radionuclide-collimator combinations were obtained. The chapter showed that
similar [-123 activity quantification accuracies were obtained with the LEHR and ME
collimators, only if appropriate corrections for septal scatter and penetration were applied for
the 1-123 LEHR combination. If so, then the 1-123 LEHR combination could be useful for

departments without access to a ME collimator.

The accuracy of patient-specific absorbed dose calculations for tumours and organs at risk,
based on hybrid WB planar-SPECT/CT imaging was presented in chapter 5 (paper IV). The
study made use of quantitative data from both I-123 and 1-131 MC simulated voxel-based
digital patient phantoms to predict the absorbed dose for I-131-mIBG radiopharmaceutical
therapy, using full MC radiation transport dosimetry techniques. MC dosimetry simulations
were performed with both photon and beta interactions, as well as with beta interactions only.
Two sets of images defining the quantified SPECT activity distribution for each radionuclide-
collimator combination was used as input for the MC dose simulations. The two sets of input
images were (i) the simulated quantified SPECT activity distribution from the patient
phantom, post-reconstruction, and (ii) the simulated quantified SPECT activity distribution
from the patient phantom, replacing the reconstructed activity distribution with a uniform
distribution. Image set (i) activity distribution is the apparent image set to use; however, it is
well known that when CDR correction is included in the iterative reconstruction, the Gibbs
artefact may be present, and may affect the accuracy of the calculated absorbed dose. For this
reason and based on the knowledge that the activity distribution for each region, used as input
for the simulations was uniform, image set (ii) was created. Absorbed dose calculations were
also performed for the true activity distribution, to which the dose values obtained from

image sets (i) and (ii) were compared.

The results showed that image set (i) activity distribution resulted in an overestimation of

absorbed dose values, due to the Gibbs artefact and the partial volume effect correction.
6.4



Replacing the reconstructed activity distribution with a uniform distribution (image set (ii))
overcame this problem and resulted in dosimetry accuracies within 5.9%. Furthermore, the
absorbed dose values for beta interactions only resulted in an underestimation of up to 30.0%
and 12.0% for the liver and tumour, respectively. This indicated that the assumption made by
commercial software, such as OLINDA, which treats tumours as isolated objects (not
including cross-dose to and from other tumours and organs at risk), may result in significant

dose underestimation.

The MC hybrid method for dosimetry proved to be effective for personalised treatment
planning of I-131 radiopharmaceutical therapy, with either I-123 or I-131 diagnostic imaging.
Highly accurate dosimetry results were obtained for the liver and tumours as small as 14.0 ml
(3.0 cm diameter), when considering photon and beta interactions. Despite the poorer 1-123
LEHR and I-131 HE image quality, relatively good quantification accuracy was obtained. I-
131 absorbed dose values obtained from I-123 and I-131 images were comparable. The novel
use of a uniform activity distribution incorporated in image set (ii) resulted in more accurate
average liver and tumour absorbed doses for the three patients when compared to the non-

uniform reconstructed activity distribution present in image set (i).

6.2 Future work

The work in chapter 2 (paper I) could be expanded by fitting the proposed energy resolution
model to energy resolution values acquired on gamma cameras from different vendors, such
as the GE Discovery NM/CT 670 system in use at National District Hospital, Bloemfontein,
South Africa. This would allow for us to use the SIMIND MC code to simulate NM images
that mimic other gamma camera systems in our department. It would also be interesting to
investigate the number of measured energy resolution points required to accurately model the
gamma camera’s energy resolution. This could be beneficial to departments that do not have
access to the large range of different radionuclides as used in chapter 2 (paper 1). Expanding
on the work presented in chapter 2 (paper I), it may be interesting to incorporate the gamma
camera’s non-linear energy response into SIMIND and assess if there is any improvement on
the proposed energy resolution model. This may be of interest for yttrium-90 imaging, where

the modelling of low energy photons is important.
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There is much debate on how to accurately correct for PVEs. Chapter 4 (paper III) made use
of the characteristic RC curve correction method, where recovery coefficients were calculated
based on spheres of different sizes, with a uniform activity distribution. It will be of value to
investigate the effect of object shape and activity distribution on the accuracy of 1-123 and I-

131 activity quantification.

Chapter 5 (paper IV) recommended the use of image set (ii) activity distribution when
performing I-131 absorbed dose calculations. This method was proposed with the knowledge
that the initial activity distribution was uniform. As organ and tumour activity distributions
are not uniform, the study could be expanded by investigating the effect a non-uniform initial
activity distribution would have on the resultant absorbed dose. The question arises whether
the calculated absorbed dose when applying a uniform activity distribution in such cases,
would be accurate. It may be worthwhile investigating the influence of patient, as well as
tumour and organ motion on the accuracy of absorbed dose calculations. In addition, it may
also be of value to compare the accuracy of absorbed dose calculations when using the hybrid
method and the currently used planar MIRD method at UAH. Ultimately, the next step would

be to implement and test the hybrid method in a clinical situation, with patient studies.
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Appendix D: Additional information and results

Table D1 summarises they general SIMIND settings for the SIMIND change program.

Table D1: General SIMIND settings and simulation parameters

Simulation flags

Write results to the screen

Write image matrix to file

Write pulse-height distribution to file
Include the collimator

Simulate a SPECT study

Include characteristic X-Ray emission
Include backscattering material

Use a random sampled seed Value
Simulate a transmission study

Include interactions in the cover

Include interactions in the phantom
Include simulation of energy resolution
Include forced Interaction at crystal entry
Write file header in INTERFILE V3.3 format
Save aligned density map

True
True
True
True
True
True
True
True
False
True
True
True
True
True
True

Physical camera parameters

Crystal half-length 22.25 cm (SPECT)
100.0 cm (WB planar)

Crystal thickness 0.95 cm

Crystal half-width 29.55 cm

Crystal material Nal

Backscattering material thickness 7.5 cm

Backscatter material Photomultiplier tube

Scintillation camera parameters

Intrinsic spatial resolution at 140 keV 0.38 cm

Pixel size in simulated image 0.48 cm (SPECT)
0.24 cm (WB planar)

Number of projections 60 (SPECT)
2 (WB planar)

Phantom parameters

Pixel size in density map 0.1269 cm

Distance between surface of phantom and detector 2.0 cm

Image Parameters

Simulation matrix size

128 x 128 (SPECT)
256 x 1024 (WB planar)
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Density map matrix size 512 x 512

Energy spectra channels 512

keV per channel 1

*Collimator parameters (cm) LEHR ME HE
Hole size: X direction 0.1110 0.2940 0.4000
Hole size: Y direction 0.1282 0.3395 0.4619
Distance between holes: X direction 0.0160 0.1140 0.2000
Distance between holes: Y direction 0.0918 0.3672 0.5774
Collimator thickness 2.4050 4.0640 5.9700

* LEHR - low energy high resolution, ME — medium energy, HE — high energy

Table D2 and Table D3 show the voxel-based digital patient-phantom activity concentration
values for each volume of interest, at the different simulation timepoints for 1-123 assuming
an injected activity of 380.4 MBq, and I-131 assuming an injected activity of 190.2 MBq,
respectively.

Table D2: 1-123 activity concentration values for each volume of interest

Activity concentration (kBq/ml)

Timepoint Liver Lungs Tumours Remainder
1 27.2 15.2 333.9 33
4 21.9 11.8 271.1 2.7
6 18.9 10.0 2359 24
24 5.0 2.2 67.5 0.7
36 2.1 0.8 29.3 0.3

Table D3: I-131 activity concentration values for each volume of interest

Activity concentration (kBg/ml)

Timepoint - -
Liver Lungs Tumours Remainder

6 12.6 6.7 158.1 1.6

24 8.1 3.6 108.9 1.1

36 6.0 2.4 85.0 0.8

48 4.5 1.6 66.3 0.7

72 2.5 0.7 40.4 0.4
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Table D4 shows example time-dose-rate curves for the liver and two tumours of patient 1
scenario a, assuming true activity distribution, for all three radionuclide-collimator

combinations.

Table D4: Time-dose-rate curves obtained from true activity distribution of patient 1

scenario a, for the liver and both tumours.
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Table D5 shows example transverse slices through activity maps and corresponding dose-rate
maps, for the true activity distribution, quantified activity distribution, and quantified activity
uniformly distributed, of patient 1 scenario a, for the three radionuclide-collimator
combinations.

Table D5: Transverse slices through activity maps and corresponding dose-rate maps, for the
true activity distribution, quantified activity distribution, and quantified activity uniformly
distributed.
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