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Abstract

A method is described in this study whereby dosé&itutions calculated by a treatment
planning system (TPS) were evaluated by using dedgbutions calculated with Monte
Carlo (MC) simulations. The MC calculated dose date used as a benchmark. A
generic Siemens MD 2 linear accelerator was siradlatith the BEAMnrc MC code to
obtain beam specific dynamic variables in a phagsees file (PSF) related to particle
fluence in a plane at a known distance from a walemtom. Dose distributions from
various field sizes were produced by simulationthwihe DOSXYZnrc MC code. Two
datasets were produced consisting of percentagé dege (PDD), profiles and diagonal
profile data for 6 and 15MV x-ray beams. The CadPI®S was commissioned with
these datasets for both energies. Analyses of BR8lated dose distributions were done

in a water phantom and dose distributions for wexidinical cases on patient CT data.

Patient CT datasets were transformed into patidntn©dels that were suitable for dose
calculations with DOSXYZnrc. These models consistédarious media with various
densities for which interaction cross section datavailable. Dose distributions for a
number of clinical treatment plans could be devisedboth the TPS and DOSXYZnrc.
These included head and neck, breast, lung, pegstesophagus and brain plans.
Calculations on the TPS were done for the SingleciP8eam (SPB) and in some cases
the Double Pencil Beam (DPB) convolution algorithmmscombination with the Batho
and ETAR (Equivalent Tissue-air ratio) inhomogepeibrrection algorithms. Dose

distributions were normalized to the depth of maximdose (glay for single fields and



to the ICRU reference point in full treatment plafke location of these points was the

same for the TPS and DOSXYZnrc distributions.

PDD curves, beam profiles, dose-volume histograbi¢Hs) and equivalent uniform
doses (EUDs) were produced to aid in the evaluatibrihe TPS dose calculation
accuracy. Results demonstrated that the assumptiotii® convolution models used to
produce beam penumbra regions, especially in btbdledd cases, fail to account for
scattered dose contributions outside the treatnfield and overestimated the dose
underneath small or thin shielding blocks. The Rdr@thms in combination with the
inhomogeneity corrections show total disregard legeral and longitudinal electron
transport through heterogeneous media. This effegironounced in regions where
electronic equilibrium is not found, like low detysiung. This region, in combination
with high density bone nearby, proved even largscrdpancies as dose absorption
decreases in low density media and increases ndegsity media. A small 15 MV field

passing through lung tissue exhibited large dotmilzdion errors by the PB algorithms.

The dataset produced here is flexible enough toadsel as a benchmark for any TPS
utilizing commissioning measurements in water. Thethod can address commissioning

results as well as any clinical situation requirdgge calculation verification.

Key words: Treatment planning system, pencil belyarehm, Monte Carlo, BEAMnrc,
DOSXYZnrc, dose distributions, inhomogeneity, watbantom, electronic equilibrium,

fluence



Opsomming

In hierdie studie word ‘n metode bespreek waardgasis distribusies wat met ‘n
behandelingsbeplanning sisteem (TPS) bereken igva@eeer kan word met dosis
distribusies wat deur middel van Monte Carlo (M@hdasies bereken word. Die MC
berekende dosis data was as verwysings data gelidiegkBEAMnrc MC kode was
gebruik om ‘n Siemens MD2 lineére versneller te udear sodat bundel spesifieke
dinamiese veranderlikes gestoor kon word in ‘n fiaisate-1€éer. Hierdie faseruimte-léer
was geskep op ‘n bekende afstand vanaf ‘n watetodam Dosis distribusies was
bereken vir verskeie veld groottes met die DOSXYZWIC kode. Twee datastelle was
geskep wat bestaan uit persentasie diepte dosiB)(Rundel profiele, en diagonale
profiel data vir 6 en 15MV x-straal bundels. DiedBPéan TPS was in gebruik gestel met
hierdie datastelle vir beide energié. Die analiesedie TPS berekende dosis distribusies
was op water fantoom data uitgevoer en die distidsuvan verkeie kliniese gevalle was

met behulp van rekenaartomografie (RT)- gebassakideuitgevoer.

Die pasiént RT beelddata was omgeskakel na paRi€ntnodelle wat geskik was om
berekeninge met behulp van DOSXYZnrc uit te vogertie modelle het bestaan uit
verskeie media met verskillende digthede waarvoaar dinteraksie deursnit data
beskikbaar is. Dosis verspreidings kon nou berekend vir ‘n aantal kliniese
behandelings gevalle met die TPS en DOSXYZnrc. rditegevalle het bestaan uit ‘n
kop en nek, bors, long, prostaat, esofagus en pitam Die berekeninge op die TPS was

uitgevoer met behulp van die Enkel Dun Bundel (SEB)Dubbel Dun Bundel (DPB)



konvolusie algoritmes gekombineer met die BathdE@AR (Ekwivalente Weefsel-lug
verhouding) heterogeniteitskorreksie algoritmes. e Ddosis verspreidings was
genormaliseer by die diepte waar die maksimum deeisry word (6hay) Vir enkel velde

en by die ICRU verwysingspunt in geval van die ges®erde dosis distribusies.

PDD krommes, bundel profiele, dosis-volume histogree (DVHe) en ekwivalente
uniforme dosisse (EUDe) was geskep om die TPS sis terekening akkuraatheid mee
te evalueer. Die resultate toon dat die aannamésgeraaak word in die konvolusie
modelle om die bundel penumbra mee te skep, veralie geval van afgeskermde
(geblokte) velde, nie daarin slaag om vir verstleallosis bydraes buite die behandelings
veld te korrigeer nie en oorskat ook die dosis otkn en dun afskermings blokke. Dit
bleik dat die PB algoritmes, gekombineer met digefogeniteitskorreksies, geensins
oorweging skenk aan die laterale en longitudinalekten voortplanting binne
heterogene media nie. Hierdie effek word veral &ekbon in areas waar daar nie
elektron ekwilibrium teenwoordig is nie, soos i dieval van lae digtheid long weefsel.
Verskille was groter in sulke areas wat gekombingenet nabygeleé hoé digtheid been
aangesien dosis absorbsie afneem in lae digthedianen toeneem in hoé digtheid
media. ‘n Ondersoek na ‘n klein 15 MV veld wat déumg dring het getoon dat groot

foute in dosis berkening deur die PB algoritmes agghword.

Die datastelle wat tydens hierdie studie geskep, vi@suniverseel genoeg om as

verwysings data vir enige TPS gebruik te word wah yemete water fantoom data



gebruik maak tydens ingebruikneming. Hierdie metdbBn resultate van sulke

ingebruiknemings toetse aanspreek, asook die desfgkasie van enige kliniese gevalle.

Sleutelwoorde: Behandelingsbeplanning sisteem, lslumdel algoritme, Monte Carlo,
BEAMnNrc, DOSXYZnrc, dosis distribusie, heterogeaitt water fantoom, elektron

ekwilibrium, tydvioed
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Chapter 1

Introduction

1.1 Biological principles for radiation treatment planning justification

Radiotherapy is based on the principle of usingziog radiation to cause irreparable
damage to the DNA of tumor cells and inhibitiontleéir duplication. Normal tissue cells
suffer the same type of damage, but have betteactigpto repair and control

mechanisms. As a consequence of this damage, tinsesors have to be maximized
through strategic treatment planning methods, wdtilne same time limiting the dose to

normal healthy tissue to as low as possible.

Some methods of achieving tumor control and lingitimormal tissue damage is by
fractionating the treatment to obtain the total dundose. In utilizing fractionated
treatment, healthy tissues or organs at risk (OAdRs) be spared due to better repair
mechanisms while eradication of the tumor is natessarily significantly influenced.
Some tumors or cancerous lesions are not treattd freictionated radiotherapy when

they exhibit late responses to radiation

Radiosensitizers can also be used in conjunctioim wadiotherapy to enhance the
radiosensitivity of cells, leading to quicker brdalwn of the living tissue due to radiation

damage. Another method is optimizing the radiatiose distribution through treatment

18



planning and ensuring that the dose is conformethéotumor, with minimal dose to
OARs. Individualized tailoring of high doses to thenor volume and lower doses to
OARs is thus a necessity for curative radiothetaggtment. Normal tissue is expected to

always receive a reasonable dose which should fenkthin well defined limits.

During the past century there have been numerousla®nents in the treatment of
cancer and specifically in the field of radiatidretapy"** These developments include
the determination of absorbed dose to an absorissge or medium, higher levels of
accuracy achieved in absorbed dose calculationstrémtment planning, as well as
fractionation regimes and the use of tissue respomsdels in optimizing planned dose
distributions for treatment. Radiotherapy is rog bnly common modality used for the
treatment of cancer but can be combined with syrg&ormonal treatment or

chemotherapy.

1.1.1. Dose response curves

The response of tissue to radiation treatment eaddscribed by dose-response curves.
These curves show that when the radiation doseisased, there will be a tendency for
tumor and normal tissue response to increase. d$ponse of a tumor and the associated
control of tumor tissue both show a sigmoidal rela&hip with dose. Normal tissue

damage can also be quantified with a sigmoidal etovindicate an increase in toxicity

19



with increased radiation dose. Normal tissues hgoger limits of radiation dose that can

be toleratetf.

The radiobiological concept of the therapeutic mddays an important role and
describes the tumor response for a fixed level @fmal-tissue damade Radiation
response happens on a molecular level when ionraidigtion causes irreparable damage
to DNA of tumor cells, thus inhibiting their dupsiton. Secondary charged particles and
free radicals, created when ionizing radiationratés in the tissue, are produced in the
cell nucleus and inflict a variety of damage to DNRadiation lethality correlates most

significantly with unrepaired double-strand breaksell DNA.

1.1.2. Particles used in radiation therapy

In radiotherapy, patients with benign and malignantors can be treated with medium
energy x-ray-, high energy x-ray-, neutron-, pretonelectron beams. The use of x-rays
for the treatment of the hairy nevus with mediunergy x-rays dates back to 1896 in
Vienna. Treatment units have developed to what wewk as Linear Accelerators

(Linacs) today and these units are used to protigleenergy, well collimated x-ray or

electron beams. With modern advanced collimatirsjesys incorporated in a linac, these
radiation beams can be shaped or conformed towmebf interest inside the patient.
This volume is usually defined by radiation oncadtg and is known as the planning

target volume (PTVY.
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Some guidelines have been set to aid in the tredtplanning of radiotherapy patients
and specifically refer to prescribing and reportimigradiotherapy treatments to have
meaningful comparisons of treatment outcofme&llis'® indicated that relatively small

differences in treatment schedules can result silyedetectable differences in the effects
on the patient and that precision in dosage amatnrent planning is essential to the

outcome of the treatment.

Inaccuracies in dose delivery can also have sercmunsequences which might have
potentially lethal effecfs'’. Developments based on radiobiology have shown tha
inaccurate dose determination may have a significapact on the prediction of tissue
survival, or normal tissue complication probabilityTCP) and tumor control probability

(TCP).

Radiation dose, defined as the energy depositedknown mass (Joules per kilogram)

and measured in the Sl unit Gray (Gy), is influehbg the energy or quality spectrum of

the beam, as well as the medium in which the dodgetermined.

1.2 The radiation therapy treatment chain

Once a patient has been diagnosed with cancernswée clinical tests are done to
determine the type and staging of the tumor, ke ®tc. A radiation oncologist then

decides on the type of radiation treatment andtrtb&tment regime for the case where
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radical x-ray radiotherapy treatment is to be givEhe treatment onset starts with the
acquisition of 3D anatomical and functional imagdsthe tumor and normal tissues
through a combination of Computed Tomography (Gmaging, Magnetic Resonance
(MR) imaging and other imaging modalities such ag® Photon Emission Computed
Tomography (SPECT) or Positron Emission Computetshdgraphy (PET). Ultra Sound

imaging is often also used for brachytherapy treatnplanning. Anatomical structures
can be defined on a computer treatment planningesy{TPS) to aid in conforming

treatment beams to the PTV, while keeping the dosgribution to the OARs as low as
possible. Radiation treatment can only start onoe tadiation beam and patient
configuration has been determined. Sophisticatedthenaatical algorithms and

computers are used for this purpose.

1.3. The treatment planning system (TPS)

During the treatment planning phase the treatmetupsand dose distributions inside a
patient can be visualized. 3D planning tools camu&ed to graphically design radiation
beams that are directed and shaped to the geoaigirajection of the target in the plane
of interest. The software of the TPS allows therusecreate dose distributions to

conform to the PTV. Fast dose calculation algorghatlow the display of the dose

distribution to evaluate the conformity of a beam,the added effect of other beams.
Once a suitable dose distribution has been reactaenhus other parameters relevant to

the treatment can be calculated, such as moniits and patient setup parameters.
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During the actual radiation treatment phase, thanbgarameters calculated by the
treatment planning system (TPS) can be used fop#tient and the linac setup. Any
deviation in these planned beam parameters wowld te a difference in the dose
delivered to the patient. This would have a diiegbact on the treatment outcome and

treatment effectivity and such deviations shouldrdeimized under all circumstances.

Taking all the above mentioned factors into accpané can easily understand that it is
critically important to know the accuracy of treatmt, and thus the accuracy of the dose
delivered to all tissues in the beams, whether theyiormal or malignant. Only then

could any estimation of treatment outcome or eiff@gtof treatment be made.

The TPS represents the way in which the patient bal treated and estimations of
treatment outcome are usually based on the reguliise distribution. This emphasizes
the importance of dose calculation accuracy becidtise radiation dose is not calculated
correctly the use of guidelines such as the ICRpbme50> would be meaningless.

Inhomogeneities present in the CT based patierd de¢ usually taken into account
during dose calculation. The TPS used in this stisdyhe CadPlan TPS, External

Treatment Planning version 6.3.6 (Varian Medicat&ms, Inc., Palo Alto, CA 94304).

Parameters used for the evaluation of the meritdigivering a treatment plan and
estimating possible outcomes of local tumor cordwrad normal tissue complication, like
Dose Volume Histograms (DVHSs), rely heavily on thecuracy of dose calculation

algorithms.
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Treatment planning systems show a trade-off betwdese calculation accuracy and
computational speed. The more accurate dose catsulagorithms usually take longer
to calculate the dose in a patient model compavesimpler, less accurate algorithms.
For example, the Collapsed Cone Superposition ifttgortakes longer to calculate dose

distributions in such models compared to the simpéncil Beam Convolution model.

1.3.1 Summary of the treatment planning process

Treatment planning starts of with the acquisitidirelevant patient (anatomical) data,
definition of target volumes and prescription afj&t absorbed doses (ICRU report%0
From this required treatment volume, the iterapix@cess of defining beam arrangements
starts as well as subsequent dose distributionulegions. If the speed at which
calculations are done permits, different beam gearents and energies can be compared
with dose distributions of other arrangements nd the optimal treatment plan. Once the
optimal plan and associated dose distribution leas ldentified, the plan protocol can be
produced. It contains all the relevant parameterslily use in setup procedures on the
linac (including monitor units for each beam). Aotplof the relevant information

regarding the dose distribution on one or two Ci algo be supplied.

1.3.1.1. Beam Data Characterization

The TPS algorithms require measured input beamtdasat up its beam model for the

linac of interest. In a modern TPS a set of physmdiation parameters will be calculated
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from the input linac beam dataset, e.g. primargrite profiles, kernels and phantom-

and collimator scatter factors.

Beam data characterization usually consists of tse of normalized 2D dose
distributions that have been measured in watervatgnt phantom§2° to calculate the

beam characteristic radiation parameters. The measnts are usually done with an
electronically positioned ionization chamber inaagk watertank. The most important
measurements are percentage depth dose (PDD) faxi®br profile data of a number
of square fields. Other related dosimetric quasgitare derived, like Tissue-Air-Ratios
(TARS), Tissue-Phantom-Ratios (TPRs) and ScatteiRatios (SARs). Some of these

guantities can also be measured.

In this study, however, the characterization dates wot measured with conventional
dosimetry equipment, but was generated with the tsl@arlo (MC) codes BEAMnf¢
and DOSXYZnré? and will be discussed in detail later on. Once réwdiation beams
used in the TPS have been modeled from this cleaization process, the data needs to
be validated before clinical use. The charactaomgbrocess can only be completed once

the model has been tested and found to be witlueable limits of accuracy.

The advantage of using MC codes to simulate thatiad transport process of the high
energy x-rays produced in the linac head, and tibsexjuent scoring of the dose in a
simulated waterbath model, is that any measurerdisgrepancies are eradicatet!

Any discrepancies in measured beam data will berparated into the planning system
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unless there is a safety net of data verificatibrecks that could clearly identify
discrepancies and inaccuracies. In this regard #lso evident that simulated MC data
can contribute significantly to consistent beanadindata as there are no electronic,

mechanical or output dependencies on the measatad d

Once validated, the TPS should be able to perfaicutations of dose distributions in a
homogeneous water phantom to replicate the comgditimder which the measurements
(or simulations) were dofg®® The calculations can then be compared to thenatig

measurements to evaluate the accuracy of the a#ilmos. It is also done to make sure
the entered beam data was read in correctly andhbalPS calculations correspond to
measurements within allowable tolerarfé$*?> The AAPM® and IAEA® have

proposed very comprehensive guidelines that camsbd at the discretion of the user for
TPS commissioning and quality assurance (QA) pragraOther authors have also

shown what goals should be achieved when thesee§ta are carried cut®33

Commissioning of the TPS involves commissioninghe software for each treatment
machine, energy, and modality. Calculated doserilbiigions for a selected set of
treatment conditions in standard phantoms are lyseampared to measured dose
distributions for the same phantoms. Comparisonth@fcalculated and measured dose
distributions can be carried out for conditions evthare meant to simulate those used in
clinical situations. The dose in the phantom shobéd independently calculated at

selected points, using alternative algorithms. Téecuracy of dose distribution
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calculations depends on machine input data, the dakulation algorithms and patient

data.

Venselaar et &’ have proposed to express dose differences ascanpage of the dose
measured locally. Normalization to local dose valuas preferred instead of to the dose
at dnax as the local dose eventually determines the ssaufea radiation treatment of a
tumor and is therefore clinically more relevanteTdriteria applied for acceptability of
dose calculations are related to uncertainties lwhre present in dose measurements as
well as errors which follow from the dose calcuwdatmodel. Evaluations of dose profiles
and percentage depth dose curves typically inctedens in the beam with small dose
gradients and other regions with large dose grasli€riteria for the small dose gradient
regions are expressed as percentages, while reguithslarge dose gradients are
expressed in shifts of the relevant isodose lingnits of millimeter. A tolerance of 2% in
the dose value or 2 mm in the position of an isedwe, whichever is smaller, is usually
recommended for overall accuracy in dose calculatidSpecial attention is paid to

increasing complexity of the geometry, typicallytive presence of inhomogeneities.

Comparison of dose distributions are not limitedh® evaluation of differences between
calculated and measured dose values. Acceptante dlesuld confirm that the TPS
performs according to its design specification. Témecification of the algorithm

accuracy, planning capabilities and functionalitigd of the system must be verified

using appropriate tests.
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Examples of quality assurance tests include settipgreference sets of treatment
planning cases to be used for yearly recommissipmhthe TPS. A subset of this
reference set can be used for monthly QA in whinghreproducibility of the calculations
can be compared. Checksums must be done to vedfgistency in beam data
parameters or other indicators that verify that dla¢a and application files have not
changed. Monitor unit calculation verifications altbbe done on all treatment plans to
ensure that not only were the TPS dose calculatiere carried out correctly, but also
that it conformed to the clinician’s prescriptiomn addition to absolute dose
measurements, the computer-calculated monitor daitsall energies and modalities

should be compared with an independent calculation.

3D TPS tests should confirm the spatial accuracybe@dm’s eye-view projections,
digitally reconstructed radiographs and other spatlisplays. Data transfer from
diagnostic units including simulators, CT, MRI, aalrasound should be evaluated at
regular intervals to verify the consistency. Datansfer errors can occur because of

digitizer nonlinearities and malfunctions. Digitiseshould also be checked regularly.

Although good agreement between measured dosédigins and the ones produced by
the TPS in a water phantom is achievable, accul@de computations in the presence of

tissue inhomogenieties is challenging and manyritlgos exhibit limitation®>2

The TPS sometimes use dose calculation algorithnesinbination with inhomogeneity
correction models. Correction based algorithms uidel the equivalent path length

method, the Batho — and modified Batho Power lawthods and the ETAR
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method®3%2%4° The ETAR and Batho Power Law methods will be aised in more

detail in the theory part of this thesis as theywsed in the CadPlan TPS.

1.3.1.2 Patient Data Characterization

1.3.1.2.1. Electron densities

Patient specific data need to be acquired to sasviput for the TPS. The data must
reflect geometrically correct patient anatomy. Gisdxd transverse, sagittal and coronal

images can be used for the planning process.

The CadPlan TPS uses electron densities relativeater (o0.') to calculate changes in

dose distributions for different types of mediacsint is used during inhomogeneity
correction calculatiorf$3®*? Whenever kernels in convolution/superpositioroetgms

are scaled for inhomogeneities, the relative edecttensities are also uséd 3

When pixel sizes in one plane (cross sectionaésliss large as 4 nfmnare used in the
reconstructed CT image for dose calculations, tineerainty in determining an
individual particle path length would result in apgmately 2% uncertainty in dose and
would be less if the dose calculation involved tleermination of many particle path

length4®. Image resolution required for dose calculatiomisch less stringent than for
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object localization, but one should bear in mindttthis is true where few and small

heterogeneities are involved and where the bodineudoes not change rapidly.

1.3.1.2.2. Delineation of volumes of interest

The TPS uses CT slices and delineation tools féinitlen of the target and sensitive
structures to produce volumes of interest (VOIs). delineated structures are three
dimensional and examining the dose distributionsaotieatment planning system by
making use of CT data must be carried out on sewmages so that the whole of the

irradiated volume is considered.

These structures allow optimization of a treatnm@ah to obtain effective tumor control
and few treatment complications. Sontag &t lshve said: “The most severe errors in
computing the dose distribution are caused by imate delineation of the geometric
outlines of tissue inhomogeneities. Less sevemm®in the dose calculation are caused
by using an inaccurate relative electron densityth® imhomogeneity, provided the
outline is accurate”. This stresses the fact th@lsvmust be drawn in accurately while

making provision for setup errors and organ movdmen

Once the volumes of interest have been identiffretispecified, the treatment plan can be

created by an iterative process (in 3D conformdlatherapy [3DCRT]). This process

involves the identification of angles at which traiation should be incident on the
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patient, the field sizes to be used, the energulityl of the x-ray beam and the number
of treatment beams that will give a suitable das&itlution so as to effectively treat the
tumor volume. Immobilization devices should be ingd in the body outline if they

influence the dose distribution.

The distance between a true contour of an organitanepresentation should not give
rise to errors in dosage in excess of one perdepeak absorbed dose per béankor
high energy photon beams, this requires a geomatcaracy of better than 3 mm. 3D
structures are usually acquired and displayed aerees of parallel body sections.
Volumetric images can be derived if sufficient @lysspaced sections are obtained and

this allows 3D treatment planning techniques witHimitation on beam geometry.

1.4. Accuracy requirements in external beam treatma planning

The AAPM TG4G’ protocol recommends that a TPS should undergeaigoacceptance
tests and commissioning as well as the implememtaif a QA program. Some of the
general recommendations for acceptance testinfpanel in ICRU 42°. Van Dyk et &l
have also given detailed procedures for commissgand QA protocols for TPSs. Other
publications specific to QA and commissioning ofSEPinclude AAPM Report 48

Venselaar et &l and Fraass et%l
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ICRU 24" recommended a minimum accuracy of +5% in absorlmes do the target
volume. This level was further refined by ICRU*2By stating a limit of 2% or 2 mm
difference in high dose gradient regions in dosstrihutions when these dose

distributions are calculated by a TPS.

Ahnesjo and AspradaKisfound that the beam delivery accuracy for curseathployed
and most often used techniques was 4.1% at bestseTmaccuracies include the
uncertainty in absorbed dose at the calibratiomtpa@s well as other points. It also
includes treatment unit parameters and patienteclancertainties. However, this figure
excludes any uncertainties in the TPS. Brafineencluded that a realistic demand or
accuracy level for photon beams in the range of (823 mm in position) could be

achieved which would result in an overall uncettaof 5.1% (1 SD).

1.5. Aim

The aim of this study was to:
1.) Produce full input beam datasets with the Mo@@rlo codes BEAMnrc and
DOSXYZnrc for 6 and 15 MV x-ray beams of a genexicelerator based on the design

of a Siemens MD2 accelerator for commissionindhef€adPlan.

2.) Generate 3D dose distributions for typical timent plans with both energies for the

following clinical cases: Head and Neck, OesophaBusast, Lung, Brain and Prostate.
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The dose distributions were mostly done for opefd§, but blocked fields were also

included in the study.

3.) Evaluate the CadPlan dose calcualtion algostbgncomparing the dose distributions
calculated by CadPlan with the dose distribution®dpced with DOSXYZnrc.
Comparisons of dose volume histograms and equivaleiform dose was also used to

aid in the evaluation of the CadPlan TPS.
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Chapter 2

Treatment planning systems

2.1 Introduction

The role of the treatment planning system (TP3b istilize the input accelerator beam
data during the commissioning process in orderetivd parameters that can be used to
calculate dose distributions with acceptable aagurdn 3D conformal radiotherapy
(3DCRT) treatment planning, an iterative procesdirading suitable beam angles and
apertures is used to find an optimal dose distigbuthat would lead to acceptable tumor

control and manageable normal tissue complication.

Therapeutic gain can only be achieved through ateuknowledge of the respective
doses to the tumor and healthy tissues. Integre¢sito healthy organs pose limitations
on deliverable doses when a treatment plan is edévisdications for tolerance doses for
different organs are available in the literatufBumor dose uniformity is another aspect
which should be considered during radiation treatnpéanning. It is not always possible
to achieve a homogeneous dose throughout a wefledefumor volume. This may have

a significant impact on the outcome of the treatimespecially if clonogen densities vary
inside this volum®&>. If all factors mentioned here are addressedértrésatment plan, the

outcome of treatment will rely on the response lué tifferent tissues and organs

presented by CT data to the planned dose distoibuti
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Factors influencing the TPS dose calculation aayui@e the calculation algorithms,
patient setup accuracy and repeatability, as veellaiations in target and organ at risk
(OAR) volumes due to organ movement and beam datxuracies associated with the
mechanical tolerance of the lif&c Considering all three of these aspects, the acyur
in dose distribution calculation should be withinleast 3%°*.There are generally
accepted recommendations made by the IERIAt the dose in the PTV should not
deviate by more than -5 to +7% of that which isspribed for treatment planning.
Mijnheer et al proposed a standard deviation of the uncertamtizé delivered dose that
should not be greater than 3.5%. This considerdatiethat only a part of the overall

uncertainty arises from the process of dose caloukin treatment planning.

2.2 Isodose curves

The dose distribution can be visualized on the T§IBg isodose curves superimposed on
the patient data and can be displayed on transveag@al and coronal slices of the CT
based patient model. The isodose lines can beraskithe actual dose values or the
percentage dose values. When different treatmemsphre compared, the two different
isodose distributions can be displayed on the s@melata set. The target volume can
also be displayed along with any other annotatmmdelineations such as OARs. Isodose
curves aid in finding suitable gantry, collimaterdacouch angles, as well as field sizes

and beam modulation and shaping.
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2.3 Treatment planning accuracy

Errors on the TPS may also be caused in definiegpthsitioning of the measurement
detector in the waterbath, over or under respamsled measurement signal, variations in
linac output during measurements, or dose calanairors®*> These may result in the
patient receiving a dose that differs from what wksined. Other errors may result from
the incorrect use of the TPS, or from transferimgprrect parameters to the treatment
sheet or protocol. The verification of the correalculation of monitor units (MU) by the
TPS is also a very important aspect of quality m@nh radiotherapy. All radiotherapy
departments should have some standard operatirggguees (SOP’s) to reduce dose

delivering inaccuracies to an absolute minimtith

The accuracy of dose calculation algorithms canveefied by comparing isodose
distributions and monitor unit calculations with asarements and independent
calculation$®*°. Good comparisons are usually found in homogenaress like prostate
and cervix plans and the dose distributions camliysbe calculated with great levels of
accuracy® in these treatment regions. Differences betweenvhrification calculations
and film, TLD and ionchamber measurements compi@aréide TPS results may be found
where large heterogeneities are involved. Thesebealow densities, high densities or
missing geometries. Dose discrepancies may alsghéeesult of sharp changes in the

exterior patient contours.

44



2.4 Computation of absorbed dose

Dose computations should consider the fact thatemiat are irregularly shaped,

heterogeneous in composition, and irradiated itouarpositions. For a good correlation
between the planned treatment with external ramhabieams and internal patient dose
distributions, a coordinate system is set up fa tadiation beam and the patient to

establish a relationship between the two.

A number of factors have modifying influences oe tommissioning dose data and
these changes should be reflected during treatmplkamning dose calculations. They
include the source surface distance (SSD) thattaffthe percentage depth dose (PDD),

divergence of the beam and the penumbra.

In some dose calculation algorithms dose correctamtors can be calculated to take
density variations or tissue inhomogeneities intooant. Examples are the effective
depth corrections, power law, tissue-air-ratio mdthand corrections for mass energy
absorption coefficients for the medium in which ttaculation is made. With the aid of
CT scanned 3D patient datasets, the lateral exteimhomogeneities can be accounted
for in the density correction algorithms if the aeggion of primary and scattered
radiation is possible. Scatter-air ratio methodsgizet small elements of the patient
volume and assume that the scattered radiation gamgerfrom each element is

proportional to its electron density. The Equivaléissue-air-ratio (ETAR) method
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attempts to separate primary and scattered dosesaking use of the CT density data.

These methods will be discussed later on in detail.

Dose distributions are calculated at discrete doatd points (mostly a Cartesian grid)
and doses at points that do not coincide exactih whose on the grid are usually
obtained by interpolation or extrapolation. Whembinations of stationary beams are
used they can be weighted to describe the relatorgribution of each beam to a
reference (or prescription) point. The dose distidn can also be normalized to allow
intercomparison of different plans. This normaliaat can refer all doses to a
specification poirf; maximum dose in the total distribution, minimuarget absorbed

dose or even the isocenter. For better comparigen |CRU beam reference point is
recommended especially for reporting purposes. #e tthree dimensional dose
calculation algorithm would involve integration ovihe entire (3D) scattering volume

for each grid point used in the display.

2.4.1. Current dose calculation techniques

A summary of dose calculation methods can be foimdhnesjo and Aspradakis

where, for example, descriptions of tissue-airea{TAR), tissue-phantom-ratios (TPR)
and tissue-maximume-ratios (TMR) can be found. Thesghniques have also been
explained in detail in other sour¢&&? Along with the development of faster

computers, better software and the use of CT and, Rvhole shift from the manual
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type of calculations to computerized calculationifofved, and more explicit modeling of
radiation transport started to appear. When theptexity of the calculation increases,
and the accuracy of determining scattered doseibations to the calculation point, the
time associated with dose determination also is&€%’’. The characteristics of high
energy photon interactions in matter could be betproximatetf 2 and simulated*
leading to a gain in accuracy for dose calculationeetero- and homogeneous media.
This was due to the use of physical characteristiache form of the tissue density of
matter, and specifically the use of relative elattrdensities in combination with
correction for heterogeneities, patient outline awdrvature. More advanced
inhomogeneity correction techniqddike the Scatter-air-ratio (SAR), Equivalent-tissu
air-ratio (ETAR), and differential Scatter-air-@ti(dSAR) have also shown some
improvements to these basic techniques to accaunsdattered dose contributions or
shielded areas that lessen dose at a specific pdiah shielding blocks or MLCs are

used.

It is important to know that dose deposited is thusecondary charged particles that are
set in motion by photon interactions. Thus, forumacy improvement, the inhomogeneity
corrections should not only be applicable to prynand scattered photon radiation, but
also electron fluence perturbation as they aresparted through the media. Electron
transport can only be ignored when electronic @gitim existé®. In this case, the
change in dose caused by an inhomogeneity is propal to the change in the photon

fluence.
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In radiotherapy dose calculations the radiatiotdfftuence functions can be convolved
with pencil beam kernels to obtain dose distritngin irregularly shaped fieltfs™® This

is done by considering dose deposited by secondagyged particles in the dose
calculation process. The pencil beam kernels dasctine fractional energy that is
imparted when the incident photon fluence is abstih an attenuating medium and this
imparted energy is a result of electrons put iniomtand absorbed through various

atomic interactions.

The pencil kernels are usually obtained by MC daleens and are calculated in water or
can be derived from measured waterbath data. M€lilegions are based on the physics
of radiation transport and thus the use of thesede require that the appropriate energy
spectrum and the primary fluence of the photon beama function of the off-axis
position must be utilized. The photon and electtontamination component of the beam
should also be knoW’™% This approach has some difficulties because tbeéetmeeds
to be fitted against measured data requiring aaijeist of some of the parameters if the
fit is not good enough. Convolution algorithms yégysical principals to determine the
energy deposited per unit mass. To determine tke delivered at a specific point, the
beam model algorithms are used in conjunction vithomogeneity corrections to
account for changes in dose distributions due honmogeneities. Many of the proposed
algorithms that do not attempt to take full phybsiaulations of primary and secondary
radiation particles into account have shown linotag where electronic equilibrium has
not been established. These algorithms are usaélllge sort where pencil kernels are

convolved with the primary fluence to obtain dossributions.
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Dose deposition kernels are also known as “doseasparray¥”, “differential pencil
beams®, “point spread functiorf$” or “energy deposition kernef&. In the current work
they will be referred to as pencil beam kerffels The resultant dose distribution is
calculated by a convolution/superposition of thiesmels with the energy released from
the photon energy fluence. The methods describeSittmchi et &°° will be discussed

in detail later on.

2.5. The convolution process

MC methods have been used to generate arrays, roel&erepresenting the energy
absorbed in water like phantoms from charged pastiand scattered radiation set in
motion by primary interactions at one location. Macet af> named them “dose spread
arrays” and they were normalized to the collisicacfion of the kinetic energy released
by the primary photons. These arrays can be cordohith the relative primary fluence

interacting in a phantom to obtain 3D dose distidns.

These algorithms attempt to take complex scatteaedation transport processes into
account. It is usually in the circumvention of mintg scattering events, or
approximation of these events, that the simpleorélyns start showing their limitations.
The scattered radiation is a product of primaryaysr having interactions with the
flattening filter and the collimators in the radot head. As a result of scattered

radiation, the energy spectrum of the radiatiombe&adergoes changes and also brings
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about changes in the attenuation of the treatmeauinb The scatter fluence must be taken
into account in the calculation of the dose disiitn in a given medium. It is well
known that spectral changes have an influenceassmnission factors as the penetration

properties and dose deposition inside a mediunoidified®®>8°0%4

In the convolution dose calculation process, oredado simplify it by referring to two
essential components: One representing the enenggried to the medium by the
interactions of primary photons (called the ternamd one representing the energy
deposited about a primary photon interaction sitee (kernelj®. The total energy
released per unit mass (terma) is the energy iregpaat secondary charged particles and
the energy retained by the scattered photon assaltref primary photons having
interactions. Kernel values are measurements ofrggneleposited at a vectoral

displacement from the interaction site, expressed faaction of the terma at that site.

The convolution method is sometimes, under specalditions, referred to as a
superposition method of dose calculation. This speondition is when the kernels used
in the convolution process are scaled to consitedensity of the medium in which the
dose calculation is done, such as in the case whieoenogeneities are found. Kernels do
not consider changes in the vectoral displacememénwcalculations are done in
inhomogeneous media. When the kernels are in tated for different media densities,
the calculation is not a true convolution because Kernels are not invariant. In these

situations the scaled kernels will be modulatedheyterma.
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The terma is calculated by considering the expoaleattenuation of the energy fluence
of primary photons with depth in the medium. ltcategards the polyenergetic nature of
the beam and the radiological depth to the poirgabéulation. An expression that takes

all these variables into account in calculatingtérena in this case is given by

T(,y.,2) = ISQRX, Y, 2) 0, (%o, You 7 Je b 2) (%j (2.1)

ISQR is the inverse square correction at (x',")/ ¥4 is the energy fluence of the primary
photons at (%Yo,Z0), HnwateriS the associated linear attenuation coefficianvater for a

specific energy bin and.glis the radiological depth at (x', y', z') due be ensityp.

(ﬁ] is the mass energy absorption coefficient for epbloton energy bin in an

0

absorbing medium (n).

The terma (T) at point (X', y', Z') is thus theeatiated primary fluence, as known on
point (%,Y0,Z0) Which is attenuated in the medium at effectivptded calculated from

the radiological pathlength to point (X', y', Z'his fluencey,(X', y', z') is now multiplied

by the mass energy absorption coefficient of W{lgr] to determine the total energy
P

released in water at (X', y', z'). The inverse sgdanction is then applied to take beam

divergence into account.
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Convolution calculations are usually done on a comemt-by-component basis where
terma and kernels are generated for multiple siegkrgies, but polychromatic methods

also exist.

The primary fractional energy imparted consistsenérgy from electrons ejected by
primary photons through Compton collisions, phatotic interactions and pair

production events. Scattered kernels are also lesédcli from the energy deposited by
charged particles set in motion by scattered plotomd brehmstrahlung photons. The

expression corresponding to a polyenergetic prirkargiel value is

N

an(gjan,n(AxAyAz)

H,(&xayaz) = =
23]

2.2)

This equation constitutes a kernel valug)(Eblculated by dividing the primary energy
deposited in a voxel at a vectoral displacemeAyAz) from the terma primary
interaction site, by the total energy imparted bynary photons. The primary kernels
can be calculated separately for all the diffeemgrgy bins in a photon beam spectrum
and subsequently combined with appropriate weightgenerate a polyenergetic kernel

spectrum. The same expression as in 2.2 is validdattered kernels.

In inhomgeneous media the fractional energy distidm about the interaction site will

depend on the relative position of the interactda. The dose is calculated by summing
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the dose contributions from each irradiated vol@teenent. The total energy imparted to
a unit mass at interaction site r' consists oftémma T(r') and the energy deposited in a
unit volume at another point r. This imparted egagggiven by T(r')H(r - r) with H(r -

r') the kernel value for a displacement r - r' frdme kernel origin. The total dose at r is
given by integrating over unit masses in the il volume and considers primary,XH
and scattered ({ components. Since the energy loss is mainly dugldctron-electron
collisions and most photon interactions are Compgteents, the average electron density
can be scaled by the average density between rt &rdcalculation in inhomogeneous
media. When such a density scaling is applied &kiérnels, the final expression for

convolution calculations in a heterogeneous medeoomes:

D(r)=ﬁL.T(r-)p:v(r-)[Hp(pm,r_r-)+Hs(pave,r_r.)]%(viqd3r. @3)

The division byp(r) converts energy per unit volume to energy pet mass. In such an
implementation the kernels have to be generated fange of different densities with the

value corresponding to the average density beingddhrough interpolation.

2.5.1. Pencil Beam convolution algorithms

The differential pencil beam algorithm is an exaenmf a convolution correction
algorithm and makes use of an infinitesimally snsalyment of a pencil beam (directed

along a ray line from the beam source) where pyrpaotons have interactions to create
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a differential pencil beam dose distribution. Hccgates dose in water by convolving
polyenergetic pencil beams with a planar radiatirence distributiofi. There are

various pencil beam algorithms discussed in tiegdftird?!39:4142:43:44.46.55.65:69

The two main accuracy limitations on pencil beandels are for heterogeneitfiésand

for scatter calculations in medium volumes thatiakevsubstantially from the size for
which the pencil kernel idetermine®’. These models are not able to produce accurate
changes in scatter from lateral heterogeneitiesedisas a lack of scaling of the electron
transport for the medium in which the calculatierddné&® ™. In pencil beam algorithms
the kernels are usually calculated in water eqemnamedia, meaning that the secondary
electron pathlength will not be accurate in higbedower density media. Even if the
algorithm uses polyenergetic kernels, they mudit lsti scaled for different densities to

accurately reflect secondary charged particle sack

The result of these limitations are errors in ddsgribution when dealing with small

irradiated volumes limited in the lateral and/orwiard directions or when density
changing boundaries are encountered, as well aeilmthomogeneities. It leads to over-
or underestimations of scattered radiation insitie tmedia and thus over- or
underestimations of the calculated dose. Otherlenod might also surface when dealing
with oblique patient curvature. It is important realize that some algorithms do scale
kernels, but still lack accuracy at inhomogeneitieifaces to account for forward and

backscatter.
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2.5.2. Superposition Algorithms: Collapsed Cone Algrithm

The Collapsed Cone convolution algorithm is a p&etnel convolution (superposition)
modef?12"?*>! This algorithm convolves a polyenergetic energgcérum and a point
kernel energy distribution. Polyenergetic energpadition kernels are calculated from
the energy spectrum of the beam using a databas®wbenergetic kernels. The point
kernel is represented analytically and combinesngry and scatter contributions. It
calculates the absolute dose per radiation endogynde in a medium and the result is

very accurate as it can determine the scatteratweleaccurately.

These kernels are convolved with the total enedlgased per unit mass to yield dose
distributions. The kernels are scaled during thevotution procedure to account for
inhomogeneities and this is a major accuracy adgnof the algorithm. It can however
slightly underestimate lateral scattered dose whege fieldsizes are used and in areas

just downstream of high-to-low density interfaces.

The reason this algorithm is referred to as a @e#d Cone algorithm, is that the 3D
scatter point kernel distribution is representedabgumber of discrete lines of a finite
number of polar angles with respect to the primaggm along which the function is
defined. Each of these lines is considered to keaths of a cone. This means that the
kernel is a discrete representation of a 3D doseildlition over solid angl® = 4r. The
kernel function along each line is actually therggedeposited within the entire cone at

radius r, collapsed onto the line.
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2.6. The CadPlan TPS

The CadPlan TPS can make use of two different irdganeity correction methods in
combination with the PB algorithm. These are thed¥Med Batho-power law and the
equivalent tissue-air-ratio (ETAR) methiod The ETAR method has been regarded as
more accurate than the Batho method as it takessitee of the inhomogeneity into
consideration. When an arbitrary square or rectandieam is modeled by the CadPlan

TPS the measured x-ray beam input data is usetbi® calculation.

There are basically three dose calculation algmstithat can be utilized during dose
calculations namely the Regular Beam Model (RBMylde pencil beam model (DPB)
and the single pencil beam model (SPB) on whickghahomogeneity corrections can
be implemented. They are based on the Milan-Berstesage mod&f?***>"*for dose
calculation in an off-axis plane. Similar algoritarhave been developed by Chui and
Mohar'* for rectangular fields. As their designs are basedhe Milan-Bentley model,
the TPS requires almost the same beam data asildie-Bentley model with some extra

measurements.

2.6.1 The Regular Beam Model (RBM)

The RBM accounts for changes in SSD, surface curgahnd inhomogeneities and

makes use of measured central axis depth dosdataanumber of different field sizes
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and profile data for these fields at 5 differentptths. The data originates from
measurements in water at a reference SSD and eanb#h manipulated to account for
patient and setup variations. The profiles areest@s off-axis ratios on a diverging grid
formed by the intersections of ray lines origingtfrom the photon source with points on
the measured lines. Profile point spacing increéisearly with depth, in proportion to
the distance from the source, thus forming a faa-tirid. Profile dose values are relative
to that at gax When multiplied by the central axis value at tdapth. Data missing in-
between the measurement points or ray lines arendfothrough interpolation.
Commissioning data for the TPS consists of therakakis depth dose curves for square
fields, profiles perpendicular to the inline or gsbne jaws for open and wedged beams at

5 recommended depths, and diagonal profiles folatgest open field size.

Some of the assumptions of this model include theakty of the off-axis ratios in the
two main central planes while non-wedged planea wedged beam are assumed to be
equal to open beam profiles (no beam hardeningtsfieonsidered) resulting in the use

of 1D functions rather than 2D functions.

The RBM can only be used for rectangular fields.ewihhe field is partly outside the
patient, the double pencil beam (DPB) model is u$éds also applies when the field has
an irregular shape due to the use of shieldingkslac MLCs. The Milan-Bentley model
dose points are stored as infinite source surféstarcce (SSD) depth dose data, where
the dose fall-off is that which would exist if teewere no inverse square fall-off.

Percentage depth dose (PDD) values are calculdtemighout a calculation grid
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superimposed on the patient CT data and the valteefound by converting the infinite
SSD PDD data to diverging field data (to accounfmginverse square dependence) and

by multiplying with the off-axis ratio.

If an SSD, other than that where reference conttiapply, is used in a calculation, a
different field size is found at the surface foe teame jaw settings. If the field size
changes to resemble the same area as at the mddreld SSD (SSD, there can be a
significant change in the dose contribution duedattered photons leading to a change in
the depth dose curve. Thus there will be a changeiiput at the new SSD (S§&and if

the PDD with respect to,dx at SSD is required, a correction to the reference PDD is

made through

SSD+d Y(ssq+dm{r

P&LFSNSSQ):P&LFS“SSQ{SSQ+d SSD +d

, (2.4)
SSQ + dmax
SSD +d

:C@Fg{
P(d,FQ,SSD) is the measured PDD at depth d for a field si@edn the surface of the
phantom and P(d,RrSSD) the new PDD value at the depth d for fieldsize BS the
surface of the phantom/patient. C(dkJ-$ the correction factor accounting for the

change in scattered dose contribution.

When the surface curvature changes, the SSD comdsm to each ray line is

considered separately. Both the position at whighray line from the source intersects
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the surface and the projected off-axis distancehat reference SSD must then be
considered. These influence the effective fielde siar the ray line from the source
affecting the PDD and the depth due to the off-axigrse square dependence. The dose

at an off-axis distance with the considered surfageature is calculated through

D(x y)=C(d,FS,)R(x, y,d,FSl)(%Jrf’fj (2.5)

Here, SSD + x is equivalent to SSDr d in equation 2.4.

At isocentric treatments the SSD is always lesa tha source-isocenter distance of the

linear accelerator. The calculation then becomes

D(x,y)=C(d, FS,)R(x ma){%} (2.6)

The RBM calculates the dose distributions of regtéar fields in water equivalent media
where the dose is a product of the corrected PDBnoéquivalent square field size, and
an off-axis ratio factdf. This factor is simply a product of open-field -aftis ratios and

the PDD on the central axis. The simple multiph@atule for an open beam is applied

when the off-axis ratios are calculated:

R(x,y,d,FS)=R(x,0,d, FS)R(0,y,d,FS) (2.7)
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with R the off-axis ratio (profile value at an arbry point) for an open beam with

equivalent field size FS and x and y directionapthcement from the central axis.

It is clear from equation 2.7 that there is noididton between X and Y profiles. This

could potentially be a problem when narrow rectdagtields are used where there is
much less scatter in one direction compared torsti®&me authors have also found an
overestimation of the off-axis ratio at small depth the case of over flattened beam
profiles’®. For wedged profile calculations, the multiplieatirule is used in the off-axis

dose determination at a point in the wedge diractiod the same point for an open field.
These profiles are not equal in the non-wedge timecompared to the open field due to

beam hardening.

Storchi and Woudstfa modified this rule for open beams by separatirg nteasured
profile into two factors called the envelope prfdnd boundary profile. The envelope
profile represents the radial dose distributiontloé beam, which should ideally be
symmetric. The envelope profile is estimated frdimirgput profiles for increasing field
sizes in combination with a diagonal profile. Theubdary profile describes the
boundary of the profile and the penumbra createthbyjaws. The product of these two

factors gives the off-axis ratio of a square field

P,(x y.d,FS)=PR.(r,d)R,(x.d, X)R,(y.d,Y) (2.8)
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To distinguish between the off-axis values in tlourary and envelope profile, the
nomenclature is changed here so thasRhe open beam off-axis value; lépresents R

in equation 2.7 for the envelope part of the peofihd B the boundary part of the profile.

X and Y is the field size in the x and y directidrhe distance is (r) from the point (x,y)
to the beam axis and the value @fi® unity on the beam axis. This equation does not
have the multiplicative problem as long adescribes the boundary and is equal to unity
inside the field. At any arbitrary point from théAK, the off-axis ratio would thus be the

product of the primary off-axis ratio and the boandfactors.

The envelope profile is determined from the meabwuhagonal profile of the largest
possible field. It represents the profile of annité, uncollimated field and is the dose at
a point (r) away from the CAX, relative to the valaf the CAX at the same depth (d).
Discrepancies between profiles in the x and y timas can very well be found if the
beam, during measurement for commissioning, issyatmetrical. To circumvent this
problem, the diagonal profile is only used in tix&ra&polated part of the envelope profile

calculation for distances from the CAX larger thhea largest measured fieldsize.

The beam profiles in the boundary region are deedrby the boundary factors and they
are defined by the collimating jaws. From here twncept of boundary profile
(Po(x,d,FS)) arises as the boundary factors areatesrof the dose at a point off-center
in a finite field relative to the dose at the sgmoent in an infinite field. This profile is a
function of distance from the CAX (x or y), depthtbe calculation point (d), and field

size (FS).
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In the situation where wedges are used, the infleef the wedge on the shape of the
profile is achieved by translating the profile shap an equivalent water thickness. It
involves a method of finding the depth at which grefile of the corresponding open

beam fits best. In order to compute the wedge epeeprofiles in planes other than the
central plane, a narrow beam attenuation coeffigiemvater is used to calculate relative
transmission for different positions in the wedgeection as a function of equivalent

water thickness. The boundary profiles of the wedbgeam are interpolated from the

available measured set in the same way as thelm@an boundary profiles.

The boundary profiles are defined by dividing thput (measured) profile {(#x,0,d,FS))

with the envelope profile:

P (x.d, FS) = P.(x,0,d,FS) 29)

P.(x,d)

With Ps the boundary profile, 2 the measured input profiles and fhe envelope

profiles.

The depth dose curves calculated for the equivalgmare fields become

D(xy)=C(d,FS,)R,(x,y.d, FSCF,, (2.10)
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With C(d,FS) the modified PDD value for an equivalent fieldesiS at the point where
the field intersects the body/phantom with a diesge correction and change in PDD

due to a changed SSD, while i Fis the inverse square law factor.

The depth dose curve must be modified becauseRiRedhape changes when the central
axis distance differs from the source-phantom dstg(SPD) at which the measurements

were done. The correction is achieved using:

CF..(d) = T(d,Fs,)] [ssp+d_ | [ ssp+d | 2.1
a T(d,FS) || SSD+d Ssp+d,,, '

FS is the equivalent field size corrected for therded SSD (SS[) and depth of the
point of interest, and the same for the equivafeid size F$S corrected for SSpand
point of interest. T(d,FS) is the TAR/TMR valuedspth d for field size (FS) and could
be substituted with the respective PDDs. The ctaoemeeds to be done because the
beam input data is measured at a reference SSkhasd PDD curves are normalized to

100% at g« The inverse square correction factor is thus

2
CFinV = SSQ—% (212)
SSQ + dmaX

with SSD equal to the reference SSD of the input data.fidltls are normalized to

100% at g..x Whenever the SSD entry point is located on theylsoaface.
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Off — axis dose points are calculated simply thiotige product of the envelope factor
and the boundary factor which are all generateanfithe measured profiles. Only
symmetrical fields are calculated this way, whi¢grametrical fields have a geometrical

field central axis and this is used as the referdacboundary profiles.

Off — axis dose points are calculated with thediwihg equation:

OA(x,y,d,)=P.(r,d,)R,(x.d,,FS,) R (y.d,,FS,) (2.13)

with P the envelope profile andsRhe boundary profile.

The divergence of the field is corrected for whesres non reference SSD field is
calculated simply by scaling the field size at giene of interest for the difference in

SSD.

For asymmetric fields the dose at an arbitrary pmircalculated relative to the dose of
the corresponding symmetric field at depth dn the central axis (CAX). This method
assumes that the effect of field position on thdimator scatter factor Sand the
phantom scatter factor,® negligible. The off-axis ratio is again detereidnby the
product of the envelope profile and the respedieendary profiles (x or y plane). This
is very similar to shifting the boundary profile thfe corresponding symmetric field to

the proper position. The same model is used fogeedeams.
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2.6.2. Double Pencil Beam Algorithm

Irregularly shaped fields are often used in radicdpy treatment such as multileaf
collimator segments, beam shaping blocks and cosgpers. Convolution techniques
allow computation of dose from irregular shaped tphofields in inhomogeneous

-, 40-42,48,54,65,75
media )

A simple way to understand the dose calculatioa pbint P in a calculation matrix is

through the following:

D(p)= DD(d,)xOAx, ¥, d,)x COxCF (2.14)

DD(d,) = depth dose value at depth d

OA(Xx1,y1,db) = off-axis factor at point (xy;) in a plane perpendicular to the beam CAX
at depth d

CO = correction factor for skin obliquity

CF = correction factor for tissue inhomogeneities

From the geometry of a radiation field, it can Imelerstood that the product of the depth
dose value and off-axis factor gives the dose valua water-equivalent medium. The
double — and single pencil beam algorithms suggesyeStorchi and Woudstra ef‘51°

can be implemented for the calculation of this galu
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As a 3D convolution calculation takes a lot of tjinae 2D pencil kernel convolution
process was adopted on the CadPlan TPS. In thes tlas pencil beam kernels are
calculated before the convolution pro¢éé8and saved as a dataset. This pre-calculation
is usually done in water which means that they oaibe applied in full 3D calculations
where inhomogeneities are involved. The only waysoéling these kernels is by a
correction along the fan lines of the beam throtiyh use of media densities. These
kernels are also calculated for specific beam tjgaland do not vary as a function of the

energy of primary x-rays incident on the mediunmigarradiated.

This pencil beam algorithm is based on measurea fdata specific linear accelerator.
The model is an extension to the regular beam mfmtetlose calculation in off-axis
planes where the input data is the same as reghydtle Milan-Bentley model. Some
additional data is required in the form of phantsoatter factors at a reference depth

which changes as a function of field size.

In the case of fields shaped irregularly through@dLor shielding blocks, changes in the
model for the rectangular fields are required. Himsorbed dose D(x,y,z,FS) in an
irregularly shaped photon beam is normalized tcatheorbed dose of the 10x10cfield

at a reference depth,z The changes are required to the depth dose asqtlealent
field size changes, as well as a change in the dayyrfunction. The depth dose change
cannot be calculated through the equation propbgétorthley® as the equivalent field
size has changed. Another reason is that the CAtieobeam might be under a block or

MLC leaf, or fall in the penumbra region. The boand function can also not be
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computed as before because the old method assumaedghe field boundaries are
perpendicular to the directions of the boundaryfif@®in the directions of the two main

axes.

The method for calculating doses in irregular fletdmprises of a convolution of a field
intensity function, F(x,y), with two different typeof pencil beam kernels which are
derived from basic beam data. These are calledstatter- and boundary kernels
respectively. If the central axis is obscured lycks or MLCs, or lie very close to, or on
the collimator defined beam edge, a different whagalculating the PDD profile along

the CAX is by making use of an effective axis omg line through a point where the
scatter dose of the field is maximal at a depti®itm and normalized to the absorbed
dose at a reference depth of the same open fiell & the case of a rectangular field,
this effective axis coincides with the beam axidhieTboundary function is also

normalized to unity at this point.

The field intensity function, F(X,y), is a two-dim&onal function and is equal to unity
inside the contour of the field at the referencerse-phantom distance. For irregularly
shaped fields, this function changes to a valuealetju the transmission through the

block, MLC or jaw material under the blocks anddiees zero underneath the jaws.
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2.6.2.1. Calculation of the dose in a blocked regind outside the radiation field

Underneath any field defining boundary createddwsj MLCs or blocks, the value of
the field intensity function will become very smalHere the boundary kernel is
calculated from a strip kernel. The strip kernéjyfe 2.1) is basically a pencil kernel
divided into a number of parallel strips (from theam’s eye view). The number of strips
determines their width. The value of a strip atigtasthce from the pencil beam axis is
equal to the sum of the surface of the interseatiothe " strip with rings representing
the kernel at radial distances. These get multphe the boundary kernel. Outside these

rings the strip kernel is zero and thus the bounarnel will also be zero.

Any dose point outside the field will consist o$eattered dose contribution, produced in
the phantom, inside the geometrical field. Thistabation is calculated as the ratio of
the depth dose at a point (X,y,z) outside the utagfield, D.(x,y,z;F), and the depth

dose at the same depth, but on the effective dxtbeoirregular field. This approach

would lead to a very sharp cut-off in dose in tle@ymbra region or near the field edge
as the intensity function value drops rapidly iregé regions. Because of this, a
smoothing function is used to modify the boundanyction to achieve a continuous and
smooth transition from the boundary region to #giaon outside the field. One important
factor explicitly pointed out by Storchi and Wouwét, is that this approach neglects the
contribution of the transmission through the jawsd aof the head scatter and will

underestimate the absorbed dose for points outisedeld.
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In the case of wedged beams, the envelope and bBoupdofiles of the open beam are
computed for depths including an equivalent wat&kness which depends on the off-
axis coordinates in the wedged direction to accdanthe influence of the flattening
filter on the profile shape. Boundary kernels angy@alculated for open beam data. This
means that the model cannot distinguish betweeongbka beam boundary profile and the
wedged beam boundary profile. Thus the boundargtiom is not computed by the
product of the two boundary profiles. In this c#se irregular field multiplication of two

boundary profiles is replaced by the boundary fiamcof the open beam.

2.6.2.2. Calculation of the pencil kernels

The pencil kernel calculated from measured dep#edwarves of regular square fields is
called the scatter kernel. Depth doses and peaktesctactors are used for its
determination. The scatter- and boundary kernel§r,@ and Ky(r,z)) are rotationally
symmetric. The distance from the axis of the ketoeh point (x,y) in the kernel is
represented by variable r. The scatter kernel rsidered as the dose contribution per
unit area to the depth dose at a depth z for @waoeam at distance r from the field axis.
It resembles the TAR/SAR or TPR/SAR frequently ugsedlose determination. These
quantities are usually derived for CAX PDDs forldisizes larger than 2x2émThe
smaller field size values are determined throughapolation to field size zero, which is
inaccurate and subject to interpretafforTo calculate the dose close to the field edge

correctly, the off-axis ratios need to be calcudaising the boundary kernely(,y,d).
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All calculations are performed in water-equivalemtdia at a reference source-phantom
distance. Any change in SSD or skin obliquity isreoted in the patient model for the
patient geometry. The associated changes in fiekl & the SSD through divergence,

changes in PDD etc., are considered here.

The scatter kernels are calculated at five standepths, z from measured phantom
scatter factors, s>and relative depth doses, IS measured at a reference depth, and
thus the dose can be expressed relative to thelmsdose on the CAX of the 10x10tm
square field at the same reference depth. Withirtlierse square effect removed, the

calculation is done using:

D.(z:X)= sp(x)Da(;,x){m] (2.15)

Square field phantom scatter factors and depth sdase converted to circular field
phantom scatter factors and PDDs and the scatteelsecan be calculated by taking the
derivative of D.(z,R) relative to the radius R of the field. Afterpdyyng a correction

factor, the CAX dose of the square fields calculaterough integration of the scatter

kernel usually differs less than 0.5% from the imngalue.
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2.6.2.3. Calculation of the boundary kernels

Boundary kernels are also calculated at the fiaadard depths. It is computed in two
steps. A number of strip beam kernels are firstligwaated by numerical differentiation

of the boundary profiles of a number of large squelds. A separate strip beam kernel
is computed from the center of the field to thédfieoundary. To suppress any errors in
measurement of the profiles of input data, thgdtarnel is computed from the average

of a number of computed strip beam kernels.

The second step is the calculation of the boungamncil kernel from the strip beam
kernel (Figure 2.1). The computed strip beam kehwd a finite range because the
boundary profile of a large field is equal to unitgide the field. This means that there
will be a number o®%’s (6 being the resolution of the calculation) for whittte strip

beam kernel will be positive and the otlées will have a zero value. The boundary
kernel will be given for the same range of indieesl the value of this boundary kernel

for r = No is calculated using:

Ky(N3,z)=5,(N3,z)/ay, (2.16)

where an is the area of the intersection of the outer vintdp the outer strip.
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Figure 2.1:A schematic representation of how the boundaryedésncalculated from the strip kernel.
The sum of the surface of the intersection of tiestrip with the rings with index n to N, multipd by the
value of the boundary kernel giveg(is). S,(nd) is calculated at a distance r &fnom the CAX of the
pencil beam. As $nd) and Ky(nd) are zero for n > N, the boundary kernel can bremtted recursively
starting with the outer ring (reproduced from Shband Woudstra, 1998.

According to Storchi and Woudstfa(Table 1), the algorithm showed a high level of
accuracy in reproducing the input data after cakooh of the kernels and subsequent
convolution. They have however found that the taitside the field is not properly
reproduced and jaw transmission and phantom schtier inside the field is over
estimated. The reason for this effect is that tbenblary kernel is calculated from the

first part of the boundary profiles.

In the wedged beam case the algorithm underestntlag¢edose outside the field and this
can possibly be, according to the authors, duehéofact that the scatter from the

flattening filter and from the jaws is not takertanaccount. In comparison with the
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regular beam model (rectangular field model) thedects are taken into account because
the profile is computed by direct interpolation fromeasured data. In the wedge
direction, the profile also differs from the reggatar field model because the pencil

beam convolution algorithm uses the boundary keroeiputed from the open beam data

instead of the boundary kernel of the wedged beam.

The convolution of the boundary kerne] & depth, d, results in a 2D boundary profile of
an irregular field. Kx,y,d,F) = Ky(x,y,d) x F(x,y) and this replaces the productwbt

one dimensional boundary profiles as shown earlier.

2.6.3. Single Pencil Beam Algorithm

In the new convolution mod¥| the single pencil beam model in CadPlan V6.8, t
dose is calculated through one single convolutmuragon. Storchi et & recons that it is
difficult to fully derive the pencil beam kernebfn measured data because it is difficult
to measure central axis doses for small fields Inclwv lateral electron equilibrium does
not exist. They propose another way of derivinggdeternels from measured beam data.
The method completes their previous wdrlvhere the inner part of the pencil beam
corresponding to the region of electronic disequilim is not derived from the central
axis dose of small fields, but from the penumbrgiae of the off-axis ratios. A

correction factor is also used in combination vitie pencil beam kernel that takes into
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account the variation of the primary photon flueasea function of depth and off-axis

distance.

Their first pencil beam mod®calculated the absorbed dose due to phantom siratia
irregularly shaped photon beam. The dose is norexdlio the absorbed dose of a 10x10
cn field at a reference depth. The model consisteal@fnvolution of two pencil kernels
that have been derived from measured beam datacdmelution was done between a
depth dose function on an effective axis of th&dfia boundary function at specific off-
axis points and at different depths, which deserithe penumbra region of the field, and
an envelope profile which takes into account tha-fiatness of the beam, as well as
differences in beam attenuation as a function &faris distance. The off-axis ratios,
with which the depth dose was modulated, were prediy the product of the envelope
and boundary functions. The depth dose and bourfdactions were computed by the
convolution of a field intensity function and a tea kernel and boundary kernel
respectively. The irregular shape of the fieldueficed the field intensity function. This
function had a value of 1 inside the irregulardjgbut became 0 underneath blocks, MLC
leafs or jaws. The 0 value could be substituteth Wit transmission factor for the blocks,

MLCs or jaws.

In the new model that utilizes only a single perkainel convolution, the equation for

dose calculation changes to

2 oot

D(x,y,z;F)= (Ef++—zr2632)j IF(X', y')F’int (x', Y, z)K(x— X, y-Vy, z)dx'dy‘ (2.17)

—00—00
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K(x,y,z) is the new pencil kernel, ( K(r,z)) in aylirical coordinates with r = ¢y?)*), a
dose distribution of a narrow beam entering theewphantom along the z-axis. F(x,y) is
the same field intensity function as was used m EHPB model. The variation in the
primary fluence is given by a normalized fluencedtion, R.(x,y,z), of primary photons
at depth z and is referred to as the intensityilerafarying as a function of off-axis
distance. This function is assumed to have rotatisgmmetry, just like Pused in the
DPB model. It accounts for the non-flatness oftieam and variations of the fluence as a
function of depth in the phantom. The latter is ttu@ariation in the energy spectrum of
the beam as a function of the off-axis distances iAput data, from which the scattering
kernel and intensity profile is calculated to dgtisquation 2.17, consists of the same
measurement data set as mentioned for the doubbeil ppeam algorithm. The
multiplication of the field intensity function by;Pin this convolution replaces the

multiplication by the envelope profile,,Rhat was used in the DPB algorithm.

2.6.3.1. Calculation of the pencil beam kernel

According to Storchi et & the scatter kernel £,z) from the phantom scatter at a
reference depth is calculated for at least a 4%4@td. It is computed by differentiation
of the scatter dose,sR(z,R), on the central axis of a circular beam wabius R. The
field intensity function is now given by a fieldtensity profile R(r,z) and is calculated
from the envelope profile,.PIn this calculation it is assumed that the intigngrofile is

equal to the envelope profile.
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D,.(z:R)= [ 211K (1, 2)P(r, Z)dr (2.18)

Dsca(z;R) is firstly evaluated from the measured squietd data set.

DocalZ; Xﬂ% )= (]Ef%z)} S, (X)D,p (25 X) (2.19)

ref

S, is the phantom scatter factor at reference depttarzd Qn is the normalized depth
dose of the corresponding equivalent square field ®#R (In Storchi and Woudsta
the symbol D was used for the scatter dose). For field sizesllemthan an equivalent
4x4 cnf, the dose is extrapolated linearly. This will leada situation where electronic
equilibrium is ignored at the small field sizest ius addressed to some extent later on

in the following steps.

Through numerical differentiation,si¢an be calculated from equation 2.18:

— Dscat(Z;O)
KS(O,Z)— WPC(O’Z) (220)
KS(O,Z): Dscat(Z;né)_ Dscat(Z;(n_l)a) n= l, .....  Phax (221)

2md*P.(nd, z)

0 is the resolution of the calculation. After thissf evaluation, Kis corrected for the fact

that square fields are used and not circular fiels pointed out in Storchi and

76



Woudstr&®. This leads to a difference between the previoeshod of calculation and
the single pencil kernel calculation. Before diffietiation, Rc,(z;R) is fitted by a double

exponential function:

D.aZiR)= 3+ e + e 2 (2.22)

Fitting parameters, a and b, depend on the depthhese variables are found through
fitting of the data and any errors found througtirfg the data is below the uncertainty in

measurement.

The intensity profile, R(x,z) is calculated next with a recalculation o #catter kernel.
The off-axis distance is denoted by x and the ®itgrprofile is calculated through a
convolution:

P.= K, K. OR,

int

{EEKWM—Z”’W ,Z]F?m( X' 2+y"? ,Z)dX'dy'Jx(onrKS(r,z)dr)_l

(2.23)

Through an iterative procedure, the intensity peafan then be calculated through

P (x.2)= R.(x.2)

int

PO (x,z)= PI(x,2)+ (Pc (x,2)-|K 'K, OR™ (x,z))

int int int

n=1,23,... (2.24)
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Here, Pirﬁ't‘)(x,z) is the intensity profile at the"niteration. A threshold is set up, value

usually 0.1%, for a mean absolute value of a ctimederm and when this threshold is
reached, the iteration process is terminated. Adfimnaximum number of iterations can
also be reached which will stop the process. The way of speeding up the calculation
process: only about 2-6 iterations are used. Thengity profile and scatter kernel is
assumed to have rotational symmetry which chan@ iategration to a 1D integration.
The scatter kernel Kis again computed but this time with the intengitpfile. The
intensity profile represents a scatter profile, levhihe envelope profile represents a

fluence modulating profile.

The boundary kernel is then calculated so thart lse combined with the scatter kernel
into a single pencil beam kernel. The boundary élers calculated from a boundary
profile at the penumbra of the field. The scattexfife, Psca(X,z;X) is basically the off-

axis ratio of a square field with sidelength X retcentral axis plane of the beam. It is
obtained when the field intensity profile is conxed with the scatter kernel. The
boundary profile, which is corrected for phantonatsar, is calculated by dividing the

measured profile P(x,z;X) by the scatter profilehia region inside the field boundary.

R (x,z;X)= % for Paa(x,0,2:X,X) > 0.6R(x,2) (2.25)
R,(x,.z;X)= P(x0,z;X,X) for Rea(X,0,Z;X,X) < 0.6R(x,2) (2.26)

The scatter profile, & is calculated by
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H (X, Y, Z)K (= X,0- v, Z)dx dy’
J-J. int X', y z S(O_X',O_y',Z)dX'dy

x Z; X (2.27)

scat

It is assumed that the boundary profile, corredtgdohoton scatter, is the result of the
convolution of the missing part of the pencil bekennel (referred to as the boundary
kernel, Ky(r,z)) with a uniform square field. This squareldies described by a block
function H(x,y,z;X) that is equal to 1 inside and0tside the field. This assumption is
sufficient for the calculation of the boundary ke&lras the non-uniformity of the field is
already taken into account by the scatter profi&ip kernels are calculated through
numerical differentiation of the boundary profilé @ number of fields and then the
boundary kernel is calculated from the mean stem&l. Once the scatter kernel and the
boundary kernel have been computed separately, ¢heybe combined into a single

pencil beam kernel.

2.7. Inhomogeneity Corrections

Air cavities or regions with low densities causerdptions of electronic equilibriuth
Some authors have investigated the effects of imyemieties”*>"®%*and have shown
that ignoring electronic disequilibrium can lead s@nificant errors at high x-ray
energies. This is especially true where low densityomogeneities are encountered. In
addition, the atomic number of the atoms in theouer tissues tissues involved also

influences the electron scattering pattern. Thesierdifferences result in a shift of
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isodoses with depth, and the scattering perturbatadfect the dose distribution local to

the inhomogeneity.

Electrons are generated by Compton interactiongairent tissues. Inhomogeneities in
tissue will cause these electrons to have a loregege in lower density tissue compared
to high density tissues. Small inhomogeneities fgaiffect the scatter distributions with

a lesser effect on beam absorption. Dense media higher scattering capabilities and
will cause a larger number of electrons to leaweitthomogeneity rather than entering it

from the surrounding low density medium.

Sontag et &F found that accurate dose calculations should éshebe done when tissue
inhomogeneities are present in the path of the béHEms, in combination with an

accurate dose calculation algorithm, may reducaracées to within +5%.

Cunningham et &f’ compared dose calculations in simple heterogengbastoms with
measurements made with a Baldwin Farmer ionizatlamber. The experiment clearly
showed differences between measured and calculddsd points or distributions.
Inhomogeneity correction algorithms can aid in aeglmg better accuracy in dose
calculations in such heterogeneous media. Theseatmm methods are usually applied
by calculating the dose firstly in a water equivdlpatient model and then employing a
set of correction factors for the inhomogeneitieewever, large differences are still
found when absolute measurements are comparedctdataons, even on the central axis

(CAX) of the beam. Only when accurate calculatidnficst- and multiple scattered

80



electrons through convolution algorithms are com®d is a more accurate result

achievable.

2.7.1 Effective attenuation correction method

An inhomogeneity correction factor can be basedhenuse of the equivalent depth in
water for the inhomogeneity by making use of anomemtial function and an effective
attenuation coefficient. It is assumed that theedgsincreased by a certain fraction for
each centimeter of water-equivalent material teahissing and that thickness represents

an attenuation coefficient for the radiation beam:

CF =e/@™®) (2.28)

Here, W' is the effective attenuation coefficiehthe depth to the point of calculation in a
water equivalent medium, (d) the effective deptrrecting for the density of the

inhomogeneity and CF the correction factor. Theemion does not take the scattering
effects of the field size or depth of the inhomaggninto account. It also does not
consider the volume of the inhomogeneity, nor tbsitpn with respect to the beam

CAX and edges.

The effective depth can also be calculated throaghnear function by using the

coordinates at which a rayline intersects the hffietissue densities:
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der = (% =X) 20 + (%' =%) 0, + (X%, = X") 05 + .. + (% = %), (2.29)

where x are the coordinates where 2 differing density medieet andp; the

corresponding densities, anglbeing the coordinate of the point of calculatiordéepth.

The regions of differing densities can also be dedi into segments of lengths

corresponding to CT pixel sizes. The effective bdpt) is then found through:

(2.30)

with p; being the average density of an increment anctfieetive pathlength increment

is Ah" =p;Ah. The calculation point lies in the (n+1)th raglisegment.

2.7.2. The ratio of tissue-air ratios

The equivalent depth in water can be further exqaldsy making use of two tissue-air-

ratios (TAR):

oo T FS)

~ T(d,FS,) (2:31)
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Again d is the depth to the point of interest andheé water equivalent depth. £
representative of the dimensions of the crosseabibthe beam at the depth d. The
fieldsize is taken into account this time alonghwtihe depth through the use of TARs.
The lateral dimension of the inhomogeneity is nohsidered, nor it's position with

respect to the point of the calculation.

2.7.3. Effective SSD method

Similar to the ratio of TARs, PDD curves can alused. These are employed in the
effective SSD method where PDDs are basically ethifty changing the source to

surface distance (SSD) to make the calculationtpiepth equal to the water equivalent
depth. The new dose value at the point of intesestild consider the changed SSD and
requires an inverse square correction. The coard@ctor for the new SSD (S$D

becomes:

_ D(d',FS,SSD)( SSD+d,, )’
D(d,FS,SSD) | SSD+d_
_D(d',Fs, SSD[SSD+ d'jz
D(d, FS,SSD | SSD+d

(2.32)

Since the PDD can be related to the tissue-awgatirough
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2
D(d, FS, SSD = 100 d:FSu) (SSD+ dmj

T(d,,FS, )\ SSD+d

C_T(d',FSd) T(dm,FSdm) i
- T(d,FSy) | T(d,.FSy, )

(2.33)

The method is very similar to the ratio of TARsmfajor advantage of this method over
TARs is that off-axis calculation points can accdofon the lateral position of the point of
calculation. This means that surface curvature alao be taken into account. The last
term in equation 2.33 considers the ratio of baaktec factors and corrects for

divergence of the beam.

2.7.4. The Batho Power Law method

Bathcd**>®? proposed a method for inhomogeneity correctionsaising the TARs to a

power that depends on density. Futher developmititeomethod produced a general
form for calculation of a correction factor (CFathcan be applied for dose calculation
points within or beyond the inhomogeneity. Thesénisoare defined by the relative

electron density valueg;f of different anatomical structures:

_T(d;FS,)"

CF
T(d,, FS,)"™

(2.34)

where p; is the relative electron density of the point bk tmaterial in which the

calculation point lies and;ds the depth of the poing, is the next medium density with
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d; the depth below its upper surface. This methodddke position of the inhomogeneity
with respect to the point of calculation into aasbult proves to be in far better
agreement with measured data compared to the pievilthomogeneity correction
methods. Scattered photons are not explicitly memjddut due to the nature of the model
they are taken into account in a forward directiOn.the CadPlan TPS the calculation of

inhomogeneity correction factors is done by usiitigee TARS or TMRs.

Pixel values (on patient CT slice data) for griding® are first converted to dose
calculation grid coordinates. The total area ofdbee distribution matrix depends on the
grid size. After pixel values have been determireedhyline is determined from the grid
point of calculation to the beam focus. The pixakersected by the line are taken into
account. The system tracks homogeneity layers amlintervals and simultaneously
calculates the mean electron density for each Iayes correction factor for each layer is

then calculated and all CFs along the calculatiom &re multiplied together:

N _
CF =K, T17(d,, Fs)"“ (2.35)

m=

where o is the linear attenuation coefficient of water angl the linear attenuation
coefficient of the M inhomogeneity layer. The distance between thepgiid and the
m" inhomogeneity boundary is denoted hy with T the tissue-air ratio value at this
depth. K is a scaling factor for the"Nmaterial electron density relative to water and ca

be expressed as:
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e
o)

(2.36)

with ('ue“/oj the mass energy absorption coefficient for titlayer (the last layer) and
N

('ue“/oj the mass energy absorption coefficient for wat&rc@n also be expressed as:
0

CF =K, - T(d,, FS)( (o s (2.37)

m=

with (p"em the n" material electron density relative to water. T teneither TAR or
TMR values that are normalized to a reference depiax Tissue maximum ratios are
used for high energy beams. This method is refeoesis the generalized Batho power

law.

For the Modified Batho power law, the depth defantin TAR/TMR value starts from

the surface layer. For high energy photon beamsbthikel-up depth can be several
centimeters and in this region the TAR/TMR valuendgd valid. The generalized Batho
power law uses the TAR/TMR value a2 in the buildup region, while modified Batho
power law uses only the descending part of the AR curve. Therefore the depth of

Dmaxis added to the depth of,d
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CF = Ky, (] T(d, + Dy ) hleths (2.38)

m=

max?

2.7.5. The Equivalent Tissue-Air Ratio method

The equivalent tissue-air ratio (ETAR), makes ottroms for the change in radiological
depth and the field size and considers the 3D slodgbe structures using a ratio of
tissue-air ratio$. With this method, all linear dimensions such eptt and field size are
scaled in proportion to the electron density of ititeomogeniety. This way, dose data in
a homogeneous medium can be scaled to fit the dissebution in a heterogeneous
medium. The scaled depth (d) to a calculation fp@ncalculated using the average

electron density of all elements along the beanugato the depth d.

The tissue-air ratio can be calculated from a tamhabeam incident on a phantom such

as figure 2, considering a monoenergetic radidtieamm with fluenc®

_ o
e g E,+ Le—ﬂangg ebz Z = dvj

d)(e““’m HE, + J'Vdsj

i
T(d,FS;), = (2.39)

0
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Figure 2.2:Parameters used in the calculation of absorbed &ose primary and single-scattered
photons. a) A phantom with electron density twitat tof water . = 2) and an incident radiation beam. b)

The conditions that would produce equal doses iatp@ and Qfor the same incident radiation beam in a

medium like waterg, = 1).

From figure 2.2 and equation 2.39, the first temthe numerator is the absorbed dose
from primary photons attenuated along the pathlendt The linear attenuation
coefficient is denoted by andu/p the mass attenuation coefficient for these photons
E,. is the average energy absorbed as a result of gaafon interaction. The second
term is the integration of dose from once-scattgriedtons over the irradiated volume.
The distance to the point of interaction and sitesaattering is denoted by (a), the
number of electrons per unit volume in the phantdeide is the Klein-Nishina cross
section for scattering a photon through anglexpressed per electron and per unit solid

angle. The linear attenuation coefficient for thattered radiation is denoted by u' and b
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the path length from the scattering site to poinfTQe mass attenuation coefficient for
the scattered radiation is denoted by and E',, is the average energy absorbed from

each interaction of the scattered photons.

The denominator in equation 2.39 is the absorbesa dimm primary and once-scattered

photons in a small (reference) mass of phantommaatd radius ¢, in air. The integral
jdsis the same as the integral in the numerator beitintegration is over the small
(reference) volume. If equation 2.39 is applied to the beam in fig@r2a on the left

with beam radius r and the phantom density iselative to water, the attenuation

coefficients of the phantom material can be exmess terms of the attenuation
coefficients of water so that= p,e. In the same way n 5,8, andu/p, w'/p, E,, ,E',,are

not altered. The exponents would then becoia, uya andu'web. The scaling of all
linear dimensions with is possible resulting inyed = puydw, €tc. The volume element

dV may also become dy¢*. Rearrangement of equation 2.39 gives

_ﬂW'hN
_/Iwawn d_a- e ﬂ

1| 1 _
T(d,r), =T, ,F = — ey = x| e ZE' dV. |(2.40
(@0, =T, FS) = ao Ly BV | (240)

q ; Eab ’
This method assumes that it is possible to finteguivalent” homogeneous medium for

dose calculations in an inhomogeneous medium witblaive electron densify,, and

that a correction factor can be obtained accorglinging an “equivalent” tissue-air ratio
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C= (2.41)

with d the depth of the point of calculation anitheé radius of an equivalent circular field
used in the calculation. Variables d' and are the scaled versions of these two

parameters.T(d',f) can be determined by considering the primary andtteed

components separately.

The ETAR is suited to utilize CT data. If one definthe beam radius as=r&and

_ Z,: ZJ: ; gijk \Nijk
ERIXT

)

with & the relative electron densities of pixels in aeemf CT

images of the irradiated volumey, is a set of weighted factors which express the
relative importance of the;, elements (voxels) in affecting the dose due tdteed

radiation at the point of calculation. The weightifiactors are considered through
integration over an area. The integration over wiele irradiated volume requires
extensive calculation times, but can be signifigareaduced by coalescing the CT slices
into a single effective slice, which produces tlne scattering as all the slices taken
together. Figure 2.3 illustrates this procedure rwitee dose is calculated in the shaded
CT slice. A weighting factor, yyis assigned to each slice resulting in the coaltslice

consisting of the weighted average of all pixelt thave the same i and j indices:
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(2.42)

Weighting factors, w are determined by the difference of two scatieradio values.

Wk = SARdref ! rz) - SARdref ’ rl) (243)

with r, andr, the radii of equivalent circular beams ang tthe reference distance to the

point of measurement, being 10 cm in this case.

The coalesced plane is considered to be at antigedistance & from the plane of
calculation. The weighted average density and thasequivalent beam radius and the
consequent equivalent tissue-air ratio, is perfarfoe each of the points at which dose

calculations are made:

Zzg}jV\’ijZeﬁ
f=ré=r—=——— (2.44)

J
ZZ\NijZeff
i

This method takes the densities and size of strestin an irradiated medium into
account to some extent, as well as their positith mspect to the point of calculation. It
also considers the shape of the external contouh@mrxit side of the beam in the form

of an inhomogeneity. Loss of electronic equilibriusmn not modeled near interfaces
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between structures and is the major remaining stwring of this method of dose

calculation.

Calculation slice

Figure 2.3:Schematic representation of the ETAR calculatiothmgology. A slice in which the dose is

calculated is displayed along with the surrounddigslices. A pixel at location i,j is shown on eatice.

On the right it is shown that 5 slices can be cdd into one effective slice at a distangg ffom the

calculation slice. The effective density of thegdsxdepicted in the 5 slices beco@sr .
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2.7.6. Differential scatter-air ratio method

Cunningharf® suggested, based on the work of Beaufpito use TARs to derive

scatter-air ratios that can be used to calculage ghsorbed dose at a point in an
inhomogeneous medium. If the dose due to radidtenng an interaction in a volume
element at a distance above (or below) the pointtefest is firstly calculated, as well as
which fraction of that scattered dose reaches thet pf interest, the total dose can be
calculated. A differential of the scatter-air ra(®AR) is calculated to describe the total
amount of scattered radiation reaching a calculgh@nt from this volume element. This
method separates primary and scatter dose by gkpBomming the dose from scatter

elements and adding this to the primary dose.

The ratio of the effective tissue-air ratio at tradculation point,TAR , to the tissue-air
ratio for the equivalent square field size akd TAR(dnaxled), is used to calculate the

dose

TAR
°TARd

max? req)

D(P)=D (2.45)

with Do the dose atghy for the equivalent square fieldAR is the sum of TAR(d',0) and

an effective scatter-air ratio:

TAR =TARd'0) + SAR (2.46)
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The procedure is shown in figure 2.4 with the doakeulated at point P. The dose to
point P as a result of scatter is the sum of seaattdose from all voxels in the irradiated

volume.

Figure 2.4:Schematic representation of the parameters invoivederiving the differential scatter-air

ratio data. It shows a scattering element of volumgAzAr at coordinates (z¢) with respect to the dose
calculation point P at a depth of z. Point P istbe axis of a circular beam with radius rAt. The
differential scatter-air ratio for this value ofand r is a measure of the radiation that interfisin this
volume and eventually reaches point P. Attenuatmmections are made for primary photons reachieg t
scattering element and for scattered photons iray¢d the calculation point using the density edais

along these paths.

The second term in equation 2.46 is the sum otliffiérential scatter-air ratio values,
DSAR(d,z,rp), for elements within the volume. The depth of tiaculation point is

denoted by d with the scattering element a distanabove that point, at a radius r and
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azimuthal angley. The scattering element has a dengft};z,rp) and SAR is calculated

through:

SAR=)> > DSAR(d,zr,¢) (2.47)
z r ¢

An attenuation correction can be made to the efedlifferential scatter-air ratio for

inhomogeneity effects on the primary fluence atdba&ttering element:

DSAR(d, zr,¢) = DSAR(d, z,1,9) x p(d, 2,1, #) xexpg,8a> " (1- p,,)) (2.48)

whereyy is the attenuation coefficient of wateéka is the incremental step size in a ray
line tracing from the surface to the calculationnp@long the direction of the primary
beam andp,, is the electron density of elements along thig.limhe perturbation in

attenuation of scattered photons is also takenaatount:

DSAR(d, zr,¢) = DSAR(d, 2,1, 9) x p(d, 2,1, ) xexplu,8ay " (1- p,,))x explsaby (L- p,))
(2.49)
The attenuation coefficient of first-scattered mmst in water isy and the density of

element n with lengtiAb along a line from the scattering element to @lewation point

is pn. This results in treatment of all scatter as fasatter, but experimentally derived
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SAR values are used and thus all orders of scdtterdiation will be included in the

DSAR value.

A further deficiency in this method is that pertatibns in backscatter cannot be

explicitly accounted for as the dose is calculatea forward scatter manner.

The Delta Volume meth8d is similar to the DSAR method, but first and ik
scattered doses are separated. The main advardegyéshseen at lower energies where
multiple scattered dose makes a significant contioin to absorbed dose. First scatter is
calculated analytically using Compton scatteringssrsections to calculate the scattering
angles of primary photons and the density of volwieenents along a ray line from the
scattering element to the dose calculation poinblitain the perturbation in scattered
photon attenuation. The density values in pixetm@la ray line from the surface to the
scattering element is also used to account for fisations to the primary photon
fluence. Multiple scatter dose is equivalent to tiplé scatter dose in water. This is
determined from the difference in measured SARe&land the calculated first scatter
component. Total scatter is thus forced to be cofoe a water medium. Perturbations to
multiple scattered dose due to inhomogeneities @leulated via the measured
perturbation caused by a small void at the positibthe inhomogeneity and from the
average density of the irradiated medium. Scatten foehind the dose calculation point
can in this case be considered and is an improveroeer the DSAR method.
Unfortunately this method requires long computatiomes and electronic equilibrium is

assumed leading to errors when electronic disdmuuiin is found with inhomogeneities.
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2.8. Dose calculation verification

Performing accurate dose measurements in phantoensisaally difficult and time
consuming if an acceptable level of accuracy néed® achieved. This is especially true
where large dose gradients are found (like penuratgas) as most detectors, electronic
or solid state (like TLDs) have finite siZésSome researchers have opted to rather use
film dosimetry which is suitable at higher x-rayeegies’®*®" without a pronounced
energy dependence resulting in over- or under resgs The error in the registration of
the film to the treatment planning dose distribngiavould need to be <3 mm to clearly
demonstrate a distance to agreement of 3 mm. Oatliee hand, TLD measurements are
accurate in the order of 3-89 Orientations of film with respect to the CT scimn
plane can also sometimes differ by a few degredssatup uncertainty with phantoms
may also be of the order of 1-2 mm. As shown by FEiciott et. af® a comparison of a
TPS dose distribution with MC dose distributionse taccuracy of dose distribution

registration is excellent compared to other meagumethods.

Many authors have suggested that MC simulationsdcbe used as a method of dose
calculation verification. Some institutions are nasing MC methods for treatment
planning®31:33323739.991 Tha advantage of using MC simulations for vesifion

purposes is the flexibility of the software to ysatient CT data to simulate particle
interactions for a large range of absorbing med@ilee accuracy achievable with these

simulations makes MC methods the method of chaicthis study, especially the fact
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that 3D dose distributions produced on the CadHIB® and those by MC can be

compared on the patient CT dataset, as if compaoinigfferent TPSs.

2.9. Treatment plan evaluation by means of the Equalent Uniform Dose (EUD)

Niemierkd” stated that for any homogeneous dose distribut@ivered to a volume of
interest according to a certain fractionation sabethere exists a unique uniform dose
distribution delivered in the same number of fraes, over the same total time, which
causes the same biological effect. Models of TCB WACP provide a quantitative
biophysical measure of dose distributions, butrtipeedictive power has not yet been
proven clinically®>®>. Their application without full understanding diet underlying
biological mechanisms, the assumptions and theerargtheir application, could be
discouraged if they are not robust against the ladjpn averages applicable to
experimental data and should be invariant unddingcaperations of the dose and the

irradiated volume.

The Equivalent Uniform Dose (EUD) is a phenomeniglalgconcept that can be used to
address the problem of reporting and quantitativ@ynparing inhomogeneous dose
distributions for target volumes. The EUD concepwery useful, especially in a study
like this one where differences between 3D dosdriligions and 2D DVHs are

compared and summed up in a single value to addiifiesences in dose calculations

and could even be used for calculation of therapeatios using TCP and NTCP data. It
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is defined as the dose, when distributed uniforadyoss the target volume, causes the
survival of the same number of clonogens as theialrfrom a non-uniform dose
distribution. Each non-uniform dose distribution shuhus have such an Equivalent

Uniform Dose. The formula for the EUD is:

iui EGSB)%’“}

In{
EUD(GY) = D, —-—

nSE) (2.50)
or
|n{;i(sg)%@}
EUD(GY) = D,y ——— (2.51)

In(SF)

Equation 2.50 is used when the EUD is calculatecthfa DVH wherev; is the partial
volume corresponding to dosgibthat partial volume. SHs the survival fraction of the
clonogens at a reference dosg: Bf 2 Gy. If equation 4.12 is used utilizing theget
dose calculation points within the target volumashhe total number of dose calculation
points. The summation in both equations is to ipooate the overall survival fraction as
a weighted average of the survival fractions tateeer N near-homogeneously irradiated

subvolumes or dose calculation points of the target

The EUD calculation can be extended to include lalbsosolume effects, non-uniform

spatial distribution of clonogens, dose-per-fratteffects, cell proliferation effects and

inhomogeneity of patient populations. This simplast parameter model (equation 2.50)
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shows predictions very similar to the predictiorfstloe more complex models that
include the dose per fraction effect and inter grdtineterogeneity. The EUD concept
stems from basic radiobiological principles angimple and easy to use for reporting
doses actually delivered to patients under actriedtment conditions and takes into
account the unavoidable inhomogeneity of clinicasel distributions. It seems to be a
better single predictor of outcome of radiotheréipgn several other strictly dosimetric
measures commonly usédThe dose volume histogram data from the CadPtah a

DOSXYZnrc distributions were used for calculatidrttoee EUD in the clinical cases.
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Chapter 3

Monte Carlo Simulations

3.1. Overview

Originally Monte Carlo MC codes were developed tadg nuclear disintegrations
produced by high-energy partictedt was later applied to study shower productibgs
following the fate of particles in passing througtervals of lead thickness by spinning a
“wheel of chance” which eventually lead to more applications to oklte radiation

shielding thickness requirementsfor gamma radiation in large accelerators.

Monte Carlo codes as applied in the field of mddimsimetry simulate the transport of
ionizing radiation such as photons, electrons,qmetand neutrons in any medium of any
composition and state. This makes it one of thetraosurate methods of determining
absorbed dose distributions in complex geometlies.used widely as a golden standard
to provide benchmark data for dose calculationsaisiotherapy. Absorbed doses are
calculated in small scoring regions (voxels) froire tfirst principles of radiation
physics®. MC dose calculation is based on the random saguif dynamic parameters
constructed using cross section data to determirteraiction probabilities from

probability density functions to model radiatioartsport.
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The transport of photons and electrons with a weide range of energies (from a few
keV to hundreds of GeV) can be simulated with saodes such as EGSnrc. Due to the
stochastic nature of radiation a large number ofigda histories must be simulated to
reduce the statistical variance in small voxelsoligg regions) to increase dose
distribution accuracy. Unfortunately this leaddaing simulation times. This problem can
however be addressed today as MC simulations cacalyeed out on relatively fast

personal computers and inexpensive cluster systems.

3.2. Accuracy of MC simulations

It has been shown that MC can be used to deterthin@bsorbed dose in any medium
with a high level of accurady”. Many authors have been able to reproduce measured
beam data of linear accelerators with MC simulaiathin low uncertainty values. This
has also proven the MC dose calculation techniquée general enough to handle
existing and future radiation treatment technigédthough it is still time consuming, the

$1that are available today along with the developnuéntariance reduction

computer
techniques have enabled MC simulations to be usedoltine dose calculation. The
potential for MC techniques to improve treatmerdnpling is enormous, specifically
considering the degree of accuracy achieved, amtdhis level of accuracy is better than

the current state-of-the-art kernel technidéié' %’
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The EGS-group of MC codes simulate photon and relectransport based on basic
physical processes to obtain particle trajectofiémse particle trajectories are a faithful
simulation of physical reality where particles loseergy and others are created by
interaction processes. The transport of such anithdl particle is modeled either until
its energy is exhausted or it has left the geometrinterest. This is called a particle
history. Each transport step in the particle hisisrdetermined by a random selection of
dynamic variables such as its energy and dirediwaough sampling from probability
distributions. During the simulation the partictartsport parameters are stored in a stack

of variables. This means that after each stepsttek will be updated.

Once the stack has been updated, the most recdardieavill be transported and the
random sampling process starts again to determgelyinamic variables. There are
different types of particle interactions that caket plac€ and these are chosen through
random sampling according to the branching ratichod The probability of an
interaction occuring is governed by the energyha particle as well as the medium
through which the patrticle is transported. E.g.@ommpton interactions the new direction
of the scattered photon transport is determinenh fitwe Klein-Nishina cross section data
tables. Depending on the type of interaction thas selected, new particles can also be
created (example: pair production) and their posjtdirection and energy are added to
the stack and each of their steps are also sintulatél they have deposited all of their

energy or left the medium of interest.
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MC transport simulations are usually divided inttdhes where each one contains the
same number of histories. The absorbed dose or gthentities of interest that are
scored, are the average value of the batches. BAEthe uncertainty in dose is given as
a percentage of the mean dose per batch. If sayillibn histories were simulated, ten
batches of 100 000 histories will be used and thexaage value of the batches will be
used to calculate the uncertainty. As the simutaisobased on random sampling, there is
an associated statistical variance with the scoadaes e.g. the calculated absorbed dose
in a region. In order to minimize the variance os€, a large number of histories have to

be simulated.

The EGSnrc codes have been developed to incorporate different geometries that
can be specified by the user for various radiatransport applications. It is a general
purpose package for the simulation of coupled sdacand photon transport. It is based
on the EGS4 code system but includes a varietynb&ecements on condensed history
implementation. It has been extensively used for the study of Cag@mma-ray beams
and high energy linear accelerafors***>'#!? Some researchers have used it in other
dosimetric applications to study the propertiesdosimeters in specific radiotherapy
measurement$>’, Because of the time constraints associated usthuse, some have
done quantitative benchmarks to evaluate the spe&sdnulations on various hardware

and software platform8

One of the main improvements from EGS4 to EGSnthashistory by history methdd

for estimating uncertainties. This method replatted EGS4 method of using statistical
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batches. The new method groups scored doses @r qulantities of interest like fluence)
by primary history and determines the root mearasggtandard deviation according to
primary history grouping. It reduces the uncertaimt the uncertainty estimate by also
correlating between particles stored in certainoregin the accelerator geometry during

the simulation and their subsequent transport dosk calculation.

The EGSnrc system also forms the basis for trahsporulation in several derivative
codes like DOSXYZnrc, DOSRZnrc, FLURZnrc, CAVRZnand the BEAMnrc code.
DOSXYZnrc calculates 3D dose distributions in at€sian co-ordinate system while
DOSRZnrc uses a cylindrical system. The BEAMnrcecalused for the simulation of
radiotherapy treatment machines, but can also ke tus score dose in a cylindrical
system. In this chapter the basic operation andireaents for Monte Carlo codes will

be discussed with the emphasis on the EGSnrc &EaMnrc and DOSXYZnrc.

The MC codes BEAMnrc and DOSXYZnrc are well benchkad and are used widely in
the medical physics environment in dosimetric agpions**** In codes such as
DOSXYZ and DOSXYZnrc, as well as MCSIM and MCDOSEe geometry can be
represented in a Cartesian space so that energysitkap can be scored in a three-
dimensional array. It also enables the user to nigkeof CT-generated data to represent
real patient geometried"*® Radiation treatment machines on the other haad, be

accurately modeled with the MC codes BEAMnrc, MCBEAnd MCNP:141°:34-39
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The main components of the EGSnrc system will newdiscussed:

3.3 PEGS4 and the user codes

PEGS4 is a preprocessor code for the generatiotraosfs section datd’. Interaction

cross section data is essential for the realistet @&ccurate simulation of coupled photon
and electron transport. This program generates riaatiependant parameters such as
scattering cross sections, mean free paths antta@iestopping powers for user-defined

energy ranges.

By making use of the data tables produced throbhglPEGS4 preprocessor a number of
different processes can be simulated and the datad in via the subroutine $HATCH
in the user code before the simulation begins. &halles include cross section data on
brehmstrahlung x-ray production, pair annihilatioMoliere multiple (coulomb)
scattering, Mgller and Bhabha scattering, pair petidn, incoherent (Compton) and
coherent (Thompson) scattering, photoelectric gdigor, continuous energy loss of
electrons and radiational and collisional electirteractions. The data can be generated

for user selected energies over large energy ranges

Various materials can be specified for cross sectiata generation. The atomic
compositions, physical density and energy range edech data must be generated for
photons and electrons, are supplied by the useughrinput files. The diversity of this

processor allows data to be generated for gasebds gmixtures or compositions) or
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liquids. An input file is required for each matérihrough which transport simulations
are to be carried out. Output data sets used isithalations contain a fixed number of
intervals over the energy ranges required for threllgition to be done. The range should
be as small as possible due to the fact that iokatipns are performed over smaller

interval widths.

3.4. Random numbers

The likelihood that a particular value for a dynamariable will be chosen for e.g. a
photon step length or electron scattering, etcpedds on a probability distribution
determining the outcome of the event. It is impartto ensure that efficient random
numbers can be generated to model the stochastizenaf photons and electron
transport. In a single history a very large numiifesimulation steps are involved and an
equally and larger number of random numbers mustvbdable with a large sequence so
that the random numbers do not repeat. Computarsotagenerate infinite arrays of
random numbers but can generate pseudo random naindiies means that an array of
random numbers is deterministically calculated Wwhigpeats itself after a large number
of steps. As long as the numbers are not re-usetich an array, the numbers will be
random!®. The EGS4 code makes use of a multiplicative asemfial type of random
number generator where the n-th random numbeuisdiéhrough:

X, = (aX,,) (3.1)

mod2¢

122



where k is the integer word size of the computek @is a constant multiplier.

The first number in the sequencey) X given by the user and is known as the random
generator se@dvhich is an integer between 0 and 100. With twasyslement integer
arithmetic, the random numbers range frofit2-20 2/2-1. This number is converted to a
floating point number in the range 0.0 to 1.0 byitiplying by 2* and the result added to
0.5. In order for the random number generator tofdeng sequence, the choice of a is
important. The length of the array of numbersdtetmined by it and can give up t6°2

= 2°°~ 10° numbers on a 32-bit computer where k=32 and a3668941

EGSnrc is supplied with a random number gener&ANLUX. It is a generator which
comes with a variety of “luxury levels” ranging fmo0 to 4 and a period of greater than
10* RANLUX is completely portable, producing the samequences on different
machines. It can be initialized and guaranteedrtmlyce a random number sequence
which is independent from other sequences and nexjiwvo initial seeds. This is very
useful for doing runs in parallel on multiple mawds. By default the RANLUX random
number generator requires no initialization (usdeded initial seed). However, to use a
luxury level different from the default of 1, ordéfferent initial seed, one must specify
not to use the default values. The value of theainseed is from 1 to 10737418242
however, the initial seed values are restricte® to | seed < 31328 and 0 < J seed <

30081 and 0O values are set to defaults.
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As the code makes use of several variables foemifit functions of particle transport, it

is required that this method of random sampling tnmesable to generate unambiguous
results. Cross section generating functions invg\gcatter and energy loss of different
particles in EGSnrc utilize a mixed method of cosifion and rejection techniqu&dor

sampling.

3.5. Photon interactions

High energy photons, as described in the liter&uriateract with absorbing media
through twelve possible types of interactions, diick five are regarded as major
interaction types. Absorption and attenuation ofotphs are dominated by the
photoelectric effect, Compton scattering and pawodpction. In order of decreasing
energies the following photon interactions can ocau matter. Pair production

interactions is the mechanism by which a photonenelizes into an electron-positron
pair. The photon has to travel through the elecagmetic field of the nucleus of an atom
or its surrounding atomic electrons because padymxtion cannot occur in free space.
Incoherent (Compton) scattering is a process wtiexghoton has an interaction solely
with loosely bound (free) atomic electrons, whileofpelectric absorption takes place
when the energy of the photon is transferred torital electron and it gains enough
energy to be regarded as a free electron. Lastigerent (Rayleigh) scattering is a

process where a low energy photon has an interautith the molecules (or atoms) of
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the medium in which it finds itself. The photon yrdhanges direction in an elastic

collision process, such as the scattering of \asiight photons.

At high photon energies (several MeV), pair procucinteractions dominate and has a
cutoff of 1.022 MeV. Below this energy pair prodoatis not a possibility because the
respective rest mass of an electron or positrof®.}:61 MeV. In tissue equivalent
materials and at low energies up to 100 keV, thetgwHectric effect dominates.
Incoherent scattering interactions are the mosjukeat interaction type from 100 keV up
to a few MeV in water. The medium on which the pimstare incident also with specific
energy contribute in determining the interactiopefy. E.g. in high-Z (lead) materials the

photoelectric interaction can occur at high energ@mpared to low-Z materials (water).

3.6. Electron interactions

Electrons undergo different interactions in matsridnan photons. They lose energy
through radiative and collisional interactions wishomic electrons. Brehmstrahlung
interactions are processes where radiative lognefgy takes place. Another process of
radiative losses is through positron annihilationeve the energy is actually converted
back into photons and leads to the coupling ofeleetron and photon radiation fields.
Once photons create secondary charged particléseirpatient being irradiated, lower
energy electrons are set in motion and they predantly have collisional interactions.

These interactions at low energies are very frefjuemdreds to thousands of times more
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than the number of interactions photons undergo ymetr path length. During these
interactions the electrons change direction withat no loss in energy over very short

distances.

Inelastic electron collisions and the photon intBoas with atomic electrons lead to
excitations and ionizations of atoms where thesggies have interactions along the path
they travel. When the electrons in outer shell§ lfakck to the inner shells after such

excitations, photons and electrons with charadterenergies are emitted such as Auger

electrons.

3.7. The Monte Carlo simulation process

3.7.1. Photon transport

3.7.1.1. Pathlength selection through random sangpli

The decision on how far a photon can travel in @ioma before it has an interaction is

controlled by a suitable probability density fulection which the number of free

pathlengths can be randomly sampled.

In this case, the probability density function @malized such that its area is unity and

then integrated to give a cumulative density fumctihat has a maximum value of 1.0.
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The probability that a photon will interact is debed by the total linear attenuation
coefficient (1), which in turn influences the mean free path tloe particle with its
current energy. In the specific medium of concéermean free path can be described by
A, and has a relation to the linear attenuationfieft*?, u = 1k. This relation has the
consequence that the smaller the total linear adtieon coefficient, the smaller the
probability for any type of interaction and thenefahe photon travels larger distances

before it interacts with the medium. The probapitiensity function can be given by

F ()= 1™ (3.2)

Integrating this function gives the cumulative dgn&inction

F(x=1-e* (3.3)

where the value of F(x) ranges between 0 and X agoes from 0 to infinity. This
function allows sampling the distance travelednia tmedium up until an interaction will
take place. This unit interval is the interval owdrich random numbers are generated. It
can be seen that the probability for any interactio take place will increase as the

photon travels larger distances, for example moae bne mean free pathlength.

If a random variable is chosen between 0 and 1ptbbability that the corresponding
value of x will lie between x and x + dx is proportal to the gradient of F(x), being

equal to f(x). This has the effect that when a leatdth is randomly selected, the
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probability of an interaction being chosen decreaseponentially with x. Equation 3
therefore means that when a particle’s travelethde® becomes larger (approaching
infinity), the probability for an interaction to ogr would approach unity.

To solve the value ok (distance to be traveled) through direct samptihg(x) with the

use of an already produced random number, r (witheninterval [0,1]), equation 3.3 is

written as:
1

X = —(—Jln(l— r) (3.4)
Y7

But, r and thus (1 —r) is also a random numbeés,solved through:

X= —(ljln(r) (3.5)
Y7

Once the value of r is knowrx is determined and this is the distance traveledhiey

particle until the next interaction takes place.
The cross sectional data produced by the PEGS4quesgsor is energy and material

dependent and the larger the energy of the partitéelonger the mean free pathlength

sincep is getting smaller. This can be observed in equadi5.
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Once the random position of interaction has bedéectasl through the use of the mean
free pathlength, the type of random interactiosdakected through the use of interaction

Cross section tables.

3.7.1.2. Choosing an interaction type

When a photon interaction type is to be chosen retetive probabilities or branching
ratios for each interaction are used. The branchaig, for interaction type i, is

expressed in terms of the total atomic cross seefiolf the range of real numbers over
the closed interval [0,1] is divided into intervatlength equal to each branching ratio,

the likelihood of a random variable between 0 arfdlling in an interval corresponding

2.0

to interaction i is equal to the branching ratle— . Here, the summation over the cross
at

section symbolizes all the interaction types ttaat be found when photons have atomic

interactions and is normalized by the total atoonass section.

The interaction type is therefore chosen by samgpimandom number between 0 and 1
and finding the interval to which it correspondsthis interval a random number (r) can

be sampled through the inequality relation:

Fi-1D)<r<F() (3.6)
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When a random number r is sampled and the condihoB.6 is reached, stepping
through the values of the various interaction types are all possiblee @ifferent values
of i are representative of the different types of ext@ons which would satisfy the

equation, determining in turn the interaction t¥pe

An example of determining such an interaction iewla photon with energyw has a

Compton interaction by colliding with a “free” etean and transferring some of its
energy, E, to the electron. The photon is scattered duttgginteraction and leaves the
interaction site with energiw - E;. The energy transferred, photon scattering angie a
initial direction of the recoil electron are deteéned by sampling from the Klein-Nishina

probability function.

3.7.2. Electron transport

From a previous discussion on electron interactibiessimulation of electron transport
uses the largest amount of calculation time and ivery important to simulate it
efficiently. Electrons loose their energy in thedwen through collisional losses while
the photon would be transported another distanfidoanother interaction type will take

place.

When charged particles, like electrons, pass in riegghborhood of a nucleus, it

undergoes a change in direction through Coulombefonteractions. The appropriate

scatter angle is sampled from electron elastic iplafscattering distribution functions
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like the Moliére multiple scattering distributidrif8 The MC code makes use of complex
electron interactions and the use of transportmatars are discussed in detail in the

literaturé**3

In MC simulations electrons are mostly simulatedotse their energy in a continuous
way and not discretely as photons. In such an griess step the electron would loose a
certain fraction of its energy and a discrete stéon is sampled with a new scatter
angle to give an overall random path for the trangd electron. Electrons are

transported until they reach a user defined cutotrgy, named ECUT. ECUT is user
defined and is often specified to have a value.620 MeV which is the total energy of

an electron in this case. This corresponds to etikirenergy 10 keV. The energy lost by
an electron in a single step is actually the proadiche stopping power of the medium

and the length of the step. Random sampling isnagsed to determine the scattering
angle influenced by the scattering power and stegth at a discrete interaction event

such as Maller scattering.

3.7.2.1. Electron-step algorithms

The electron-step algorithm used in EGSnrc detezmthe algorithm that will be used to

calculate lateral and longitudinal corrections whaccounts for elastic scattering in a

condensed history electron step. The user has @onopf two algorithms, PRESTA-II

(the default) and PRESTA-I. PRESTA-II is more aeterand only available in EGSnrc,
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while PRESTA-I is the original PRESTA algorithm BGS4 with some modifications.
PRESTA-I has shown to underestimate lateral deflest and underestimates
longitudinal straggling of electrons. It also preda a singularity in the distribution

describing the lateral spread of electrons in glsinondensed history.

Another variable, ESTEPE, can also be specifiedclwvis a limiting variable on the

maximum fractional energy loss an electron can egpee in a single step. Appropriate
values should be selected for ESTEPE, not too sagthat electrons will not be allowed
to traverse boundaries they should, and not toa Be lower this value, the more
accurate the simulation would be, but this willde® unacceptably long simulation
times. The boundary crossing algorithms employe@&@Snrc are called EXACT and

PRESTA-I. PRESTA-I forces a multiple scatter eveviten an electron reaches a
boundary. The default algorithm is EXACT which tsaorts electrons in single elastic
scattering mode as soon as they are within a disténom the boundary given by the

EGSnrc input parameter, Skin Depth for boundargsing algorithm (BCA).

If the boundary crossing algorithm is chosen toPIRESTA-I, then the Skin Depth for
BCA is the perpendicular distance (in elastic méae paths) from the boundary at
which lateral pathlength corrections are turned asftl the particle is transported in a
straight line until it reaches the boundary. EGSautomatically calculates the distance at
which lateral corrections are switched off. If tBBEA is chosen to be EXACT, the Skin
Depth for the BCA determines the perpendicularatisé (in elastic mean free paths) to

the region boundary at which electron transport gd into single elastic scattering
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mode. A skin depth of 3 elastic mean free pathseas found to give peak efficiency in
this case and is used as the default value. IBA is EXACT and Skin Depth for BCA
is set to a very large number (eg. 13),0then the entire simulation will be done in sing|

scattering mode.

PRESTA-I is however more efficient than EXACT arghde used at higher (therapy
range) energies where electron fluence singulafitycts (as a cause of forced multiple
scattering) are small since elastic scattering eakv It is recommended that this

algorithm should not be used for low energy appilbees such as kV unit simulations.

The electron transport method of fractional endogg across the volume of interest is
known as a continuous slowing down approximatiosD®@). It has the potential of
speeding up the simulation rather than simulat&chandividual electron through all of
its transport steps. There is however a reduchainé randomness of such a simulation,
but the EGSnrc code allows for user definable wemwhich allow realistic simulations
within a certain energy range, and below those esltihe simulation will follow the
CSDA. The threshold value for discrete (photon)ligellisions is called AE, while the
radiative energy losses threshold is the AP valluean be understood that the lower
these values, the more randomized would the simulée. These values have to be used

very carefully as their influence can be significan the outcome of simulation results.
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3.7.2.2. Electron spin algorithm

The simulation of spin effects allows elastic smatiy cross-sections that take into
account relativistic spin effects used in electi@msport. If spin effects are switched off
during the simulation, screened Rutherford crossiaes are used for elastic scattering
of electrons. Results are more accurate when $f@aote are simulated and is particularly
important if good backscatter calculations ared¢mbtained. These effects can be seen in
calculated depth-dose curves. Small underestimmatidndepth dose data can be made

when backscatter through spins effects is not sited|

3.8. EGSnrc MC user codes

3.8.1. BEAMnNrc

In the EGSnrc system the user specifies the gegmetr the accelerator and

patient/phantom in which radiation dose needs tadleulated, or simply transported
through. The BEAMnrc code can be used to modekthey production and collimating

systems of linear accelerators by providing an tripp@ which specifies these structural
variables, as well as their composition. The codesuthese input files to realize the
geometry and materials for the transport simulationthese files, planes can also be
identified anywhere in between two different lineacelerator parts (or CMs) where a

dataset can be generated which contains all thaminvariables (energy, direction,
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type, etc.) of each particle being transported uphothat plane in a phase space file.
Phase space files are very large, in the rangewdral gigabytes. The position, energy

and direction of each particle can be saved inRf@fBuse in further simulations.

PSFs can also be re-used to continue the simulatiparticles past the plane where they
were stored in the plane of interest. As an exangRSF can be created above a CM of
the linac and it can be used as an input sourgeadfcles for several simulations of
different linac treatment head configurations ibseguent simulations. All the particles

coming from the accelerator treatment head cartearded in these PSFs.

3.8.2. DOSXYZnrc

The Cartesian geometry used in DOSXYZnrc can repites 3D dose distribution which
is similar to that found in most treatment planngygtems. Superimposing these 3D dose
distributions on CT datasets shows the dose didiob through the use of several
isodose lines on a patient CT or that of a phant®mantoms are constructed by
specifying voxel sizes (x,y,z) and outer boundawé the phantom in a DOSXYZnrc
input file. The media for these voxels are alsccd@a along with transport parameters,
the radiation source (which can be a phase sp@jeafid the radiation beam coordinates
with respect to the position of the phantom. Ifigat CT models are used in these
simulations, the dataset is specified in this irnfgatalong with the transport parameters,

radiation source and beam coordinates.
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3.9. Limitations of the MC code

The usage of large amounts of disk space and thenoous extraction of data from
PSFs that have driven researchers to seek mettiepeeding up the simulation process.
Multiple source models have been developed neddsgdisc storage space, as well as
variance reduction techniques to simplify partidlansport and speed up simulation
times. The problem of simulation speed or time usesimulate can also be overcome by
making use of computer clusters to perform pargleicessing in what is sometimes
called a “super computer”. Some authors have aeligveat success in overcoming the
demand for storage space through the use of vexyr@e multiple source modéf€ and

variance reduction techniques which will be disedsstet! 381947

The use of MC in the clinical environment has bdmnited previously by long
computation times to achieve reasonable statisticaliracy. This is especially true in the
case of photon beam simulation. However, in thé ¢asiple of years there has been
major development and steadfast improvements irptbduction of fast computers and
adapted MC methods'**#*4\hich have enabled MC treatment planning in routine
clinical use. These methods rely on compressedrlisind fast electron transport
algorithms and ray tracing technigifesombined with detailed characterization of the
beam. Some of these MC methods are 15 — 20 tinsterfan simulation speed than

EGSnrc/PRESTA,

136



3.10. Efficiency and variance reduction

Variance reduction techniques can be used to spgedhe simulation while still
performing accurate transport through some assomgti The efficiency of the
simulation can be increased by reducing the vaeaassociated with the energy

deposition over a shorter time interval.

Some variance reduction techniques are achieveddhrthe deposition of all the kinetic
energy of an electron in a voxel when it does rastehenough energy to be transported
out of the voxel. The $HOWFAR subroutine is alse®disn this way to determine
whether a particle would cross a voxel boundaryndua single step or not. This probing
method is however used in conjunction with $SDNEA#ich is a variable storing the
closest distance of the particle to a boundary atmvs $HOWFAR to be called only
when a patrticle is close to a boundary, beforeréis¢ of the simulation of that particle
continues. The principle here is not to simulaterts that are not needed, or that would

not influence the final result.

Another method of performing variance reductiothi®ugh the assumption that central
axis depth dose for a broad beam can be obtainaging a very narrow pencil beam
and scoring the energy deposition within a radiggaé to that of the broad beam. The
same energy will be scored in the small volume el@mvith an incident broad beam as
would be deposited in a large volume element witlnaident pencil beam. The variance

reduction comes from the fact that most partidhed &re incident within a large radius on
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the surface will not contribute to the central aslisse. On the other hand, particles
incident from the narrow beam will almost all cabite to the dose within a coaxial
region of larger radius. This is known as the nagfly technique and can be used for
efficiency improvements when depth dose curves, éoample, are generated. This

technique is not built into the code, but is a rodtthe user can employ.

Range rejection is a method used to save comptitimey during simulations. The range
of a charged patrticle is calculated and its histay be terminated (depositing all of its
energy at that point) if it cannot leave the cutreggion with its current energy. Its
energy at this stage of transport must be largen thvalue ECUTRR. ECUTRR is the
range rejection cutoff energy which may vary froegion to region depending on the
type of range rejection that is implemented. Toedaine the range to ECUTRR,
BEAMnrc calculates the range from ECUTRR to AE éaich region at the beginning of
the simulation. This range is equal to zero if ERRTis equal to AE. Once the stack has
been updated and the next step of a charged parsido be simulated, the range is
subtracted from the particle’s range to AE. Ranges calculated using restricted

stopping powers and, thus, represent the longesilde ranges to ECUTRR.

Range rejection introduces an approximation becangerminating a charged particle’s
history and depositing all of its energy in thereuat region, it is assumed that any
bremsstrahlung photons that would have been crdatetie particle, do not leave the
current region. Such inaccuracies can be minimtaedefining a variable representing

the maximum charged particle energy (in MeV) atalihiange rejection is considered.
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The choice of this variable (ESAVE_GLOBAL) depemas the incident beam energy

and the materials that it is passing through.

Photons can also be forced to interact in speci@dds during the simulation. This
option, called photon forcing, improves statistimfs scattered photons when photon
interactions are sparse (eg. in thin slabs of nater in materials with low density).
Photons forced to interact in a CM are “split” irdracnumber of scattered photons whose
weight is equal to the probability of interactiondaan unscattered photon carrying the
remaining weight. The unscattered photon procesdisam interaction did not take place
and it cannot be forced to interact any more withi@ specified forcing zone. Once the
unscattered photon exits the forcing zone, it nmagract again depending on the sampled
pathlength. The scattered photon can be forcechdgaihe forcing zone depending on

how many interactions are allowed to be forced.

Bremsstrahlung photon splitting is an option whiamproves the statistics of
bremsstrahlung photons resulting from electron ragigons. BEAMnrc offers two
bremsstrahlung splitting techniques, uniform brdamasdung splitting (UBS) and
selective bremsstrahlung splitting (SBS). Both ledse splitting techniques have been
optimized in BEAMnrc with the addition of the RuasiRoulette feature. In UBS each
bremsstrahlung event produces a number of brehahéstig splitted photons (NBRSPL),
each having a weight equal tacN\BRSPLtimes the weight of the electron that underwent
the bremsstrahlung event. The energies and directmf each photon is sampled

individually according to the relevant probabildistributions. The energy of the primary

139



electron is decremented by the energy of just drtheophotons. This must be done in
order to preserve the effects on energy stragddumgit does mean that energy is not
conserved on a given history (the energy would lavee decremented by the average

energy of the photons created) but it is consefeadaverage” over many histories.

SBS is a more efficient method of bremsstrahlungttislg and can increase the
efficiency by up to an additional factor of 3-4 goaned with UBS, but this will vary with

accelerator and end point being calculated. In reshtto UBS, in which the

bremsstrahlung splitting number is fixed, SBS usegrying bremsstrahlung splitting
number. At the beginning of a simulation, an améyrobabilities that a bremsstrahlung
photon will be emitted into the treatment field fifded by FS and SSD) is calculated for
different electron directions and energies (cakotaof this array typically takes less

than a minute).

Following all of the secondary charged particlesated by the “split” photons increases
the CPU time required for simulations. If the primmanterest is in secondary electrons or
their effects (egdose deposition), the extra computing time is obsfp acceptable. But

if, as is often the case, the main interest i©veldremsstrahlung photons themselves, one
can reduce the CPU time while still preserving #agiance reduction advantages of
bremsstrahlung splitting by using a Russian Roal@dchnique with any charged
particles generated by the split photons. Russiaold®e is implemented by giving
secondary charged particles resulting from splibtphs a survival threshold. The

survival threshold is always the inverse of thetphasplitting number. Thus, in the case
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of UBS, the threshold is fixed and is equal tBlIBRSPI. while in the case of SBS, the
survival threshold is NBR where NBR is the variable splitting number. Tlgerandom
number is chosen for each charged particle. Iféanelom number is less than the survival
threshold, the charged particle survives, and igght is increased by a factor of
NBRSPL (for UBS) or NBR (for SBS). Otherwise, thieacged particle is eliminated.
Secondary charged particles subject to RussianeReuare electrons resulting from
Compton events and photoelectric events and elec@mad positrons resulting from pair
production. Note that if Russian Roulette is turoed then higher-order bremsstrahlung
and annihilation photons are also split. This isduse any charged particle surviving
Russian Roulette has a weight higher than the phibiat created it. If radiative products
from this surviving charged particle are not spliten their high weight may interfere
with the statistics of the original split bremsktuang photons. Also, splitting of higher-
order bremsstrahlung and annihilation photons sotgreatly increase computing time
when Russian Roulette is on because most of thendacy charged particles have been

eliminated.

3.11. Role of MC simulations in this study

As MC simulations have proven to be accurate imagycing dose distributions from
various linear accelerator simulations and varibeam energies, it was decided to use
this dosimetric tool for production of referencaadaith which the CadPlan TPS could

be evaluated. The flexibility of the MC codes makegsossible to evaluate the TPS in all
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possible treatment geometries which would othervhswe been difficult or even
impossible to perform. The reference dataset cbeldised for the same study on other

TPS as well and could be kept as a benchmarkirageit
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Chapter 4

Methods

4.1. Introduction

As mentioned in the previous sections, the TPSiregjyarameters and radiation beam
input data characteristic to the linac of inteffestimplementation in treatment planning
and dose calculations. The commissioning procest bmidone with utmost accuracy as
the calculated dose distributions and monitor geitings should reflect dose delivery
with the linac during patient treatment. Normallgetinput data set consists of
measurements done in a waterbath which usuallydies percentage depth dose curves,
crossline and inline profiles at predefined depdm&l diagonal profiles at preferred
depths. The depth dose and profile data are celleftr a range of field sizes, while the
diagonal profiles are usually measured for thedstrgossible field. The specifications
for such a dataset differs between TPS models,abubst all of them require the

mentioned beam data including requirements for wddamd blocked beam data.

In this study the linac specific commissioning dasarequired by the CadPlan TPS was
generated with Monte Carlo (MC) simulations of angygc linac based on a Siemens
MD2 model. This methodology was chosen because Mlations are regarded as the
golden standard for radiotherapy dose calculatamtscan provide a set of benchmarking

beam data. The MC simulations allow all degreesfreedom, similar to the real
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accelerator, to produce dose distributions as wbeldound in practice. The advantages
of this method lie in the fact that beam instapilg avoided and measuring equipment
instability leading to measurement inconsistenaeselectronic drifts in measuring

equipment is circumvented. Equipment positionirmgrsrare excluded.

Uncertianties in dose calculations should be kegbw 3% in order to correlate
treatment outcome with prescribed dose. EvaluatiomPSs should thus be done with
appropriate  measuring equipment that can themsebeesaccurate within 3%, or
preferably less. It is already knoWithat ionchambers reach accuracy levels that are
acceptable and are used as reference detectodg®derdetermination and specification.
lonchambers show a very stable response over awielg range of x-ray energies. In
comparison, TLDs are easy to use in the sensetlibgitcan provide reliable data in a
stable form and are easily positioned in phantomrs dose measurements. These
detectors, however, have shown under responséswer energies (between 10 and 800
keV)?. TLDs also require very delicate handling andsargject to fading due to light and
heat exposure. Nevertheless, some studies havensti@av they can point out dose
differences between planned dose distributionscahzilated dose distributions of larger
than 5% and have good spatial resolution, depenaiintpe TLD design. TLDs are also
limited in that they measure dose at a point amthaeaprovide continuously sampled

spatial distributions of dose.

Radiographic film can be used to verify conformakel distributions and have a high

spatial resolution and allows recording of dosimtenformation in two dimensions.
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Optical densities on the film can be digitized gsstanning densitometers, but these
detectors have also shown film emulsion sensitigitydepth within the phantom. The
dependence is caused by a relative increase wtth ge the population of lower energy
scattered photons in the spectrum and the subsegbetoelectric absorption of these
photons by the film emulsion. This is especiallpnunced in the energy region below
approximately 400keV. The mass attenuation coefficiat these energies for the

emulsion increases rapidly leading to film ovep@sse.

The following procedure was followed to evaluate @adPlan TPS calculated absorbed
dose distributions: Section 4.2 describes the cocsbn of a 6 and 15 MV generic
accelerator. It is shown here how the master psasee files (PSFs) were produced
above the top plane of the collimating jaws. ThEBS&#s could then be used in further
simulations for different field sizes as requireat finac characteristic commissioning
data and treatment plan requirements for clinieaes. The second set of PSFs were
generated at SSDs of 90 cm for TPS commissionitey @ad 50 cm for clinical planning
cases. Section 4.3 discusses the procedure usadctoate the absorbed dose in a water
phantom for commissioning data from the PSFs gée@ra section 4.2. The use of the
DOSXYZnrc MC code is explained here. The commigsigrprocedure of the TPS is
described in section 4.5. The calculated dose Ipsofand depth dose data from the
DOSXYZnrc simulations was imported to the TPS aalidhated. Verification of the dose
calculation results in a homogeneous medium inTiA& was done through comparison
of the MC dose calculations with the CadPlan cal®md doses. Section 4.4 explains the

procedure followed in which patient CT based modetse converted to discrete data
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matrix format that could be used for MC simulatiand dose determination with
DOSXYZnrc as addressed in section 4.6. 3D doseildisions were calculated for
prostate, breast, lung, head and neck, brain asghagus patient models. The breast case
also included cerrobend shielding blocks. The saemment plans were constructed in
section 4.7 on the CadPlan TPS to allow the commpariand evaluation of its dose
calculation algorithms for clinical cases in sectih.8. The different dose distribution

evaluation tools used in the study are also exgthin this section.

4.2 Construction of a Siemens MD2 based generic accedéor

The MC constructed accelerator was based on a 8genD2 linac. Its basic
components are shown in figure 4.1. The simulatiwee carried out with the BEAMnrc
MC code (2002) installed on a 3 GHz Pentium 4 P@ wi GByte RAM and an 80
GByte IDE hard drive on a Linux Red Hat version [atjerm. The geometric and
material composition and density specificationdonstruction of the generic accelerator
components were acquired from Siemens Medical BolsitUSA Inc. (4040 Nelson

Avenue Concord, CA 94520).
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Figure 4.1.Schematic representation of a Siemens MD2 genedelerator with accesories. The master

PSF was generated beneath the mirror, just aboweyflaw position. This was done by simulating
brehmstrahlung photons generated with electronl Wibbwn energies through the x-ray target, primary
collimator, flattening filter, dose monitor chamtserd mirror. Further simulations could be carried for
various field sizes and blocked fields by using tester PSF as an input radiation source and toatirsg

the particles through the collimating jaws, retiddcks and the block tray.

The first steps of BEAMnrc MC simulation involvegegifying and compiling the CMs
that were used to construct the linac. The maxinpossible optimization level was
selected for compilation. The first simulation gagvolved 4 CMs namely: FLATFILT
for the target that includes eight slabs, congistih different sections of stainless steel,
gold (the brehmstrahlung target itself), carbon amder for cooling of the target. The

tungsten primary collimator and the stainless stiadfening filter were contained in a
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single CM called FLATFILT as the flattening filtex positioned inside the opening of the
primary collimator (fig. 4.1.) for both 6 and 15Mvodes. The flattening filters though
were different for 6 and 15 MV. The CHAMBER CM regented the dose monitor
chamber consisting of 5 thin alumina slabs. The RIIR CM represented the oblique
silicon oxide and aluminum mirror. The master PS&Swenerated at the back of the

MIRROR CM.

A mono-energetic parallel electron beam of 6 Me¥ 48 MeV was used to generate the
dual energy brehmstrahlung photon spectra emefgomg the gold target. The radius of
the incident electron beam was 0.2cm. The numbahrstdries were 30 million for 6 MV
and 50 million for 15 MV. Variance reduction techues were employed through the use
of brehmstrahlung splitting and Russian Roulettéctviiead to an increase in the photon
yield by a factor of 50. These options saved caraile CPU time and the generated
PSF showed a particle yield of 817% and 556% wespect to the number of primary
histories for 6 and 15 MV respectively. The totekdspace occupied by the two PSFs
was in the order of 8GByte each containing the dyngparameters of approximately
270 million photons. Simulation rates were in thides of 2 million histories per hour

and 1.2 million histories per hour for the 6 andld5beams respectively.

For the second stage of simulations of the acdelethe master PSF was used as a PSF
input source and the simulation could be carrietl fou the remaining part of the
treatment head. The second set of PSFs were gedetaan SSD of 90 cm. This allowed

water bath dose determinations to be done at 9B8®@ which is required by some
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TPSs. This second part of the linac simulation imed using the following CMs: JAWS
for the X and Y collimating jaws, SLABS for the icd¢ used for light field and cross-hair
projection and SLABS for the air gap up to 90cm S8likere the secondary PSF was

located

Range rejection was utilized during this part oé timulation by setting the local
transport parameters for the electron cutoff enefyparticles entering the jaws. This
value was selected as 2 MeV for both photons aacreins so that only those particles
that could clear the jaw aperture were transpofdeceach field size. The result was a
simulation rate of approximately 380 million and02@illion histories per hour for the 6
and 15MV beams respectively. No brehmstrahlungttspgi or photon forcing was
selected for this part of the simulation. As regdiby the CadPlan TPS, PSFs were
generated for square fields of side lengths 4,808 12, 15, 20, 25, 30, 35 and 40 cm.
Each of these PSFs could then be used as beam soputes for simulation with
DOSXYZnrc. To make this dataset flexible for usduture on other TPSs, some extra

field size PSF data were simulated. It included,z and 7 cm side length square fields.

The third stage of accelerator head simulation liea the modeling of shielding blocks.
This required the same CMs as in stage 2 for thienading jaws and reticle, but the
remaining air gap to 90 cm SSD was thinner to ntaken for the BLOCK CM. This CM

described the size and shape of the cerrobend lédgo included was the SLABS CM

to represent the perspex block tray. This simutatias done for 10 and 25 cm side
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length square fields. No brehmstrahlung splittingpboton forcing was invoked during

this part of the PSF generation.

4.2.1 Modeling of the accelerator components

4.2.1.1The brehmstrahlung target

The ‘FLATFILT’ CM was used for modeling of the tafgwith a radius of 1.575 cm and

a thickness of 1.473 cm. The target was modelea st of coaxial cones consisting of
different layers of stainless steel, gold, air arader. The CM started at a distance of 0.0
cm in the z plane. The different layers of materae part of the stainless steel cooling
system which surrounds the gold brehmstrahlungetaithe photon and electron cut-off

energies for this CM were set to PCUT = 0.010 Med &CUT = 0.700 MeV

respectively for both 6 and 15 MV beams.

4.2.1.2The primary collimator and flattening filter

The ‘FLATFILT' CM was also used to model the primarollimator and the flattening

filter. The CM extended from the z = 1.590 cm te th= 9.972 cm plane for the 6MV

beam. The values were z = 1.590 cm to z = 9.781ocrthe 15 MV beam. The primary

collimator extended over this height, while thet#aing filters for 6 MV only starts at z

157



=7.798 cm and z = 4.905 cm for 15 MV. The medimrbetween the tungsten primary

collimator and the fattening filter was air.

The flattening filters consisted of stainless sfteel6 MV and a mixture of C, Mn, P, S,
Si, Cr, Ni and Fe for 15 MV. The radius of the CM3\3.772 cm and the thickness 8.382
cm for 6 MV and 8.191cm for the 15 MV CM. The photand electron cut-off energies

for this CM ware set to 0.010 and 0.700 MeV regpelbt for both 6 and 15 MV beams.

4.2.1.3The ion chamber

The ‘CHAMBER’ CM was used to model the ion chamhdrich consisted of three
layers of alumina with air in-between these lay@tse chamber had a radius of 3.81 cm
and a total thickness of 0.825 cm. Each of the adarfayers had thicknesses of 0.152 cm
and the CM started at z = 10.503 cm. The photoned@ctron cut-off energies for this

CM ware set to 0.010 and 0.700 MeV respectivelybfath 6 and 15 MV beams.

4.2.1.4The mirror

The ‘MIRROR’ CM was used for modeling of the accater mirror composed of silicon

oxide and aluminum. It consisted of two slabs wéthotal thickness of 0.165 cm. The

half length of the mirror was 4cm and started tiane located at 11.45 cm. The photon
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and electron cut-off energies for this CM waretee®.010 and 0.700 MeV respectively

for both 6 and 15 MV beams.

4.2.1.5The collimating jaws

The ‘JAWS’ CM was used to model the collimating gawhe jaws consisted of two
upper (Y) and two lower (X) jaw pairs. The radidsttee CM was set to 10.482 cm and
the CM started at z = 20.3 cm. The jaw thicknesga® 6.5 cm and both pairs consisted
of tungsten. The top of the X jaws started at z8712cm leaving a small air gap
inbetween the two sets of jaws. The aperture fordfmgdaws could be specified by
considering the distance from the source to theeuppd lower edge of both jaw pairs
along with beam divergence down to the isocentee Bottom of the jaws was at 34.6
cm and the photon and electron cut-off energieshigrCM were set to 0.010 and 0.700

MeV respectively for both 6 and 15 MV.

4.2.1.6.The reticle

The ‘SLABS’ CM was used for modeling of the PMMAtiode with a thickness of

0.2997 cm. The radius of the CM was set to 8.63&nththe CM started at z = 40.0 cm.

The photon and electron cut-off energies for thid ®ere set to 0.010 and 0.700 MeV

respectively for both 6 and 15 MV.
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4.2.1.7The cerrobend blocks

The ‘BLOCK’ CM was used for modeling of the cerrabeshielding blocks. The radius
of the CM was 14.0 cm and the CM started at z ©4¢m. The blocks had a thickness
of 8.989 cm. The photon and electron cut-off ererdor this CM were set to 0.010 and

0.700 MeV respectively for both 6 and 15 MV.

4.2.1.8The block tray

The ‘'SLABS’ CM was used for modeling of the PMMAIalling block tray. The radius

of the CM was 50 cm and the CM started at z = 561 The tray had a thickness of

0.635 cm. The photon and electron cut-off energpegshis CM were set to 0.010 and

0.700 MeV respectively for both 6 and 15 MV.

4.2.1.9 Air gaps

Relevant air gaps were simulated with the ‘SLAB® .CThe radii of all these gaps were

set to 50 cm. Photon and electron cut-off energiethese air gaps were set to 0.010 and

0.700 MeV respectively for both 6 and 15 MV.
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4.2.1.10 Variance reduction

In the incident beam simulation, the EGSnrc optiand settings used to generate the
PSFs were: AE = ECUT = 0.700 MeV, AP = PCUT = 0.84€V and no photon forcing

or Rayleigh scattering was invoked. The electrargearejection technique was used to
increase the simulation speed. The value of IREZLDBAL was set to 2 allowing
range rejection to be performed on a region-byeregibasis. The value for
ESAVE_GLOBAL (defining the maximum charged partigeergy (in MeV) at which
range rejection is considered) was set to 2 Me\s Plovided a factor of 2-3 increase in
speed and ignored only 0.1% of photthwhich reached the phantom surface. These
“lost photons” would have been produced by brehaming interactions in the

accelerator head model due to the use of elecaagerrejection.

Range rejection was turned off in the target tovjgl® the most accurate model for
brehmstrahlung production. Selective brehmstrahkspigting (SBS) was also used for
speed increase. Difigeported that performing both range rejection &85 during a
simulation and repeating the simulation with batined off showed results that were the
same within the known variance. However, the sitnawith SBS turned on was much
faster (almost two orders of magnitude) than whenas switched off. The number of
histories simulated in this study was large enotmlensure statistical uncertainties of
less than 1%. Spin effects were switched on sodlastic scattering cross-sections that
take into account relativistic spin effects weredign electron transport. Spin effects do

increase calculation time, however, results areemagcurate.
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The only CM that had transport cut-off energiestta# electrons and photons set to a
higher level (2 MeV) was the jaws of the accelaraite transport cut-off energies in all
other CMs were set to 0.700 MeV (ECUT) and 0.010/MECUT). This decreased the
simulation time since the electron transport isnteated and all its residual kinetic
energy is locally deposited when the electron hamatic energy of equal or less than

189 keV. The 700icru PEGS4 data file was usedrassection data supply.

The PRESTA algorithms were utilized during electtoansport simulation. PRESTA-I
was set for the boundary crossing algorithm and FREIl as the electron step
algorithm. Since the dimensions of the acceleratonponents are much larger than the
average step length of electrons, the use of tlegerithms result in decreased
simulation time. This is because PRESTA-I allovwectbn transport in larger steps when
the particle is not close to a CM boundary to déposre energy than utilizing smaller

electron step sizes.

The simulations were carried out in three stagestoth the first was the longest. After

generation of the master PSF beneath the mirrst,ghove the jaws, the PSF could be
re-used for the second and third stages of sinomlalihe advantage of this method is that
simulation time is decreased drastically becausditst stage of simulations did not have

to be repeated for all simulated field geometries.
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4.2.2. Cross section data for the flattening filter mixture of materials

The flattening filters of the 6 and 15 MV beams svelifferent in composition. The
521icru.pegs4dat and 700icru.pegs4dat files contemss section data for use by the
preprocessor code PEGS4 and contains data foraecut-off kinetic energies of 0.01
MeV and 0.189 MeV respectively. These data filestam the interaction cross section
data for the stainless steel used to model the 6 fiditening filter, but had to be
extended to include the cross section data for1theMV flattening filter which is
composed of a number of elements. The PEGS4 pregsoc was supplied with a

suitable input file to generate this data. Table #rovides the physical parameters for

this mixture:
Mixture SST303
(CMn P S SiCrNiFe)
Density: (g/cm) 8.19
Composition by percentage0.1:2:0.045:0.03:1:18:9:69.825

Table 4.1.List of the physical parameters for the 15 MV #aing filter which was supplied to the

PEGS4 pre-processor for cross section data geoerati

All the cross section data contained in the PEG®4scsection data files had lower
electron and photon energy bounds of AE = 0.700 ARd= 0.010 MeV. The upper
energy bounds were set to UE = 55.51 and UP = B®\. The flattening filter of the
15MV beam was defined as a mixture and the APRIMp{ecal correction factor in

brehmstrahlung cross section) was set to a valuke. & piecewise linear fit (PWLF)
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option was chosen for interpolating between taledlanergy values for the appropriate
cross section data together with the DECK optitiNRTS was set to zero to use the

restricted stopping power.

4.3. Calculation of absorbed dose in a water phantom usg

DOSXYZnrc

As mentioned before, the CadPlan TPS requires p&xge depth dose data for a number
of square fields, profiles at different depths fbese same field sizes and diagonal
profiles for the largest possible field size afatiént depths for commissioning purposes.
The required beam model data was generated frorR $tedata from the generic linear
accelerator by calculating the absorbed dose im@mphantom using the DOSXYZnrc
MC code. The simulations were done by using thesP@scussed in 4.1. as the beam
source. The characteristic beam data was extrdobed the DOSXYZnrc created 3D
dose files with a program called STATDOSE (supphath the EGSnrc package) and
other suitable programs that were written in theRFBAN language to extract relevant
data. The STATDOSE program is limited to profilelatepth dose data extraction in the
three main axis (X,y,z) directions. Diagonal pmsilor volumetric data extraction is not a
possibility and that is why an extra FORTRAN pragrevas written. Both programs had
the capability of normalizing the dose to any dsmsipoint. The TPS uses 5mm grid

spacing for depth dose and 2.5 mm for profile diatport. The simulations were done
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with a smaller resolution grid to ensure accuraf@esentation of the regions where steep

dose gradients are found. The CadPlan TPS intagsoeetween the beam data points.

4.3.1. Construction of the water phantom

The water phantom voxel dimensions were set uprdoapto the different field sizes. It
is recommended in most dosimetry prototasat the phantom in which accurate
measurements are done should extend at least 1&t@mally and in depth from the point
of measurement. This methodology was used during wWater phantom dose
calculations. The largest field size simulated wa¥x40 crfifield and the phantom size
was 60x60x40 crhto satisfy this requirement. The 40 cm depth efthantom was kept
constant for all simulations and allowed depth dosmasurements of up to 30 cm in

depth.

The radiation isocenter from the BEAMnrc constroictivas chosen 10 cm beneath the
water surface at z = 10 cm in the origin of theizmntal x-y plane located at the beam
central axis. The number of voxels varied in thg plane according to the resolution
requirements in the penumbra regions, the innerr gfathe geometrical field and the
required resolution outside the penumbra regiore phantom was constructed so that
the inner part of a beam profile, where the flathaad symmetry seldom changes by
more than 2-3%, had maximal voxel dimensions inxtlyeplane of 5 mm. Closer to the

penumbra region the voxel dimensions were changeédch at least 2 mm in the x-y
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plane and 2 cm outside the penumbra region thel wimxeensions were allowed to reach
5 mm. The voxel dimensions in the y-direction wé&mm, centered over the depth at
which profiles were calculated. The voxel spectima was done in such a way that one
voxel was always found centered in the phantom lwbarresponded with the position of
the CAX for profile generation. For depth dose nueasients, the voxel dimensions in
the z-direction had increments of 2 mm up to 3 @yadnd the buildup region to allow
accurate determination of the surface dose andi@osif maximum dose. Where the
dose gradient became less steep the voxel deptiescvanged to 3 mm, 4 mm and 5 mm
and at larger depths 1 cm to achieve shorter stiooldimes with the PRESTA-I
boundary crossing algorithm employed. Calculatiorese done for PDDs with voxel
sizes of 5 mm and 1 cm in depth from 3 cm beyordpbsition of maximum dose to
investigate the effect of different voxel depthfieTresults showed that no distinction
could be made between the different PDDs withinstia¢istical variance of the data. The
radiation source was aligned with the isocenter thedbeam direction parallel to the z-
axis. The boundaries of the phantom varied accgrdm the field size used for

simulation.

4.3.2 Transport control parameters for the water rhantom

The photon and electron energy cut-offs were sedettd be 0.010 MeV and 0.700 MeV

respectively and the 700icru PEGS4 data file wasd dsr the supply of cross section

data for water. Spin effects were enabled for f#imsulation and no range rejection was
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employed as the ESAVE_GLOBAL value was equal to ECUhe boundary crossing
algorithm was PRESTA-I and the electron step algoriwas selected to be PRESTA-II.
The incident radiation beam source was selectetbetahe PSFs generated by the
BEAMnNrc simulation during stages 2 and 3 with t&IOOTH option selected for the
re-use of open field PSF data only. This option was used where shielding blocks

influenced the particle fluence in the third sta®SF generation.

The material outside the water phantom was seldotdx air. The number of histories
was chosen so as to reduce the percentage ertessadhan one percent in all voxels
inside the field. Five hundred million particle taises were followed for small field sizes
to more than 1 billion for larger field sizes. Thiulation rate was in the order of 20
million histories per hour. Electron cut-off enagiwere kept at 0.700 MeV, although
simulations with higher cut-offs showed no distirstpable results within the known

variance in 5mm voxels with an ECUT value of 0.8®\W The lower value was

preferred (although the simulation time was longar)as to not introduce simulation

artifacts in the dose calculations.

4.3.3 Data analysis

Simulations with DOSXYZnrc result in the productioh3D dose files that contain the

different boundaries of all the voxels in the ploamt along with their particle weighted

absorbed dose values and associated statistioas efihis file is a text formatted file and
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can be read and manipulated by writing suitable@utines. The STATDOSE code was
used in combination with locally developed FORTRANsed analyses tools to
normalize the dose to the dose maximum (or anyralksired point) in this 3D dose
array and to express it in terms of percentage dakees. Percentage depth dose data
were extracted from the voxel array centered onbéean CAX (z-direction). The beam
profiles were also extracted at depths of dose mamxi (dhay), 5, 10, 20 and 30 cm in the
x-direction. Dose data were extracted for open lalodked fields. Data conversion was
performed with the developed tools into a formatadle for import to the CadPlan TPS
machine. The FORTRAN based tool extracted beamilgsofand PDDs from the
DOSXYZnrc 3D dose files and wrote the data into ASiTe format that contain the
measurement specifications in the header of tiee RDDs were normalized to 10 cm

depth and the profiles by the corresponding dep#edalue on the central axis.

Before any data was imported to the TPS, the PDidspaofiles were compared to the
original commissioning water bath scans for a SiesdD2 (6 and 15 MV x-ray beams)
to verify that the dose distributions were actuadglistic. Although the aim of this study
was not to replicate an existing accelerator, @@ ghould be representative of a typical
linac. Comparisons of this data showed deviationghe order of 2% maximum in
regions of low dose gradients and 2mm maximum dievian regions were the dose

gradient was high.
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4.4. Commissioning of the TPS input data

The characteristic beam data were imported directtythe TPS. The beam data is then
used by the TPS (as explained in chapter 2) torgeeencil beam kernels for the
convolution dose calculation process. The CadPIB& Tiormalizes all profile data to
100% at the central axis, while PDDs are extrapdlab 40 cm depth and normalized to
100% at gax Or to 100% at the,dx of a reference field. Before the dose calculations
patient CT models on the TPS could be carried the, TPS had to be validated by
comparing the dose data as calculated by the pbeain convolution model with the
original DOSXYZnrc calculated dose profiles. If thEC beam dataset corresponds to the
TPS dose calculations for open and blocked beaers MiC and TPS dose calculations
on the same CT models can be used to evaluate Ri$e atcuracy. The convolution
process is done in a water equivalent patient sgmtative medium and corrected for

inhomogeneities through the Batho and ETAR algorgh

4.4.1. Water phantom dose calculations

For the validation of the TPS dose calculationsaéewphantom was constructed on the
TPS with a relative electron density of one to mélegjuivalent to a water medium. This
medium was uniform. The validation process requtret the convoluted dose profiles
on the TPS should be the same as the initial comommg dose profiles created with

DOSXYZnrc. Dose distributions for fields with sitengths of 2, 5, 10, 15, 20, 30, and
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40 cm were used in this process. This was don@gen and blocked fields. The data

consisted of PDDs and the five profiles at diffeér@epths as mentioned previously.

The validation process was based on the recommendatf tolerances for the accuracy
of photon beam dose calculations by Venselaar etThis methodology covers both
simple and more complex dose distributions. Thegppsed to express the difference
between calculated and measured dose values ascentagie of the dose measured
locally. Normalization to this local dose (D) isepgrred instead of to the maximum
buildup dose (Ray as the local dose eventually determines the sscoé a radiation

treatment of a tumor and is therefore clinicallyrencelevant.

Deviations between results of calculations and mmemsents can be expressed as a

percentage of the locally measured dose according t

_100%%(Dgy, ~D

D

meas

calc

o

meas) (4 . 1)

They proposed different tolerances fofor different regions in the beam which can be

distinguished. These regions include:

9 : for data points on the central beam axis beybediepth of Rax
o, : for data points in the build-up region, in thenpmbra, and in regions close to
interfaces of inhomogeneities. This criterion candpplied in the region between the

phantom surface and the depth of the 90% isodad$acsy as well as in the penumbra
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region. As an alternative, it is often proposedde the shift of isodose lines expressed in
mm. A large dose gradient is generally definedeasdlarger than 3% per mm.

d3: for data points beyond,g,, within the beam but outside the central beam: again
this region is a high dose and small dose grademon.

d4: for data points off the geometrical beam edgektaeiow shielding blocks, generally
beyond d,.x the region is a low dose and small dose gradigibn, for instance below

7% of the central ray normalization dose.

d4 Is applied in low dose regions where the doseutations are inherently less accurate
and it is not useful to relate deviations betwealtudations and measurements in such

cases to the value of the locally measured dosgatit 4.1. can be replaced by:

- locp/ox (Dcalc B Dmeas)
D

b) 4.2

measCAX

in which the deviation for points outside the beismelated to the dose measured at a
point at the same depth as the point under coragidar but on the CAX (Reas.cay- The
same approach can be applied for points where tise & very low, such as below

shielding blocks.

Venselaar and co-workers have also recommendedotiver quantities to compare

results of isodose calculations and profiles, egligdor the reproduction of the basic

beam data by the treatment planning system.
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RWsg: the radiological width, defined as the width gfrafile measured at half its height
compared to the value at the beam axis.
d50-90: the distance between the 50% and the 90% palatire to the maximum of the

profile) in the penumbra (also called the beangkin

Treatment planning systems working with direct indata and utilizing interpolation
algorithms should be able to reproduce data with very high accuracy.
Recommendations for toleranc&s— 6, are summarized in table 4.2. from Venselaar et.
al.

Table 4.2 Tolerance values fdf for application in different configurations

Tolerance| [1] Homogneous, | [2] Complex geometry | [3] More Complex geometrig
Simple geometry | (inhomogeneity, blocks) (combinations of [2])

o1 2% 3% 4%

5,2 2 mm or 10% 3 mm or 15% 3 mm or 15%

d3 3% 3% 4%

84 3% (30%) 498 (40%) 598 (50%)

RWsq 2mmor 1% 2mmor 1% 2mmor 1%

350-90 2 mm 3 mm 3 mm

2These values are preferably expressed in mm. A shift of 1 mm corresponding to a dose variation of 5% is assumed to be
a realistic value in the high dose, large dose gradient region
»This percentage is applicable to equation (4.2.); the percentages between brackets refer to equation (4.1.)

They also recommended the use of a confidence (m)ifor a set of data points. It is

based on the determination of the mean deviatitwdsn the calculation and measured
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dose points and the standard deviation (SD) ofdifference. The confidence limi is

defined as:

A = |mean deviation| + 1.5 x SD 4.3)

It was recommended to use a multiplication facfathe standard deviation of 1.5 which

corresponds with a one-sided confidence probalility0.065.

An adequate number of dose points should be sdldgotebtain statistically relevant
conclusions. It might sometimes be necessary m ¢hse to combine data of different
field sizes and beam qualities. Dose points indude the analyses must be
representative of the specific study, e.g. doséileso Different regions of investigation
may be subject to separate investigations, e.gumpbra and central regions. In this way
one can judge the performance of a dose calculaatgorithm including its

implementation in a TPS with only one parameterafgpecific test situation.

4.5 Conversion of CT based patient models into a gable DOSXYZnrc

format

For radiotherapy treatment planning purposes pati@del data is usually found in CT

format. These data sets consist of a number ofli€&ssand each pixel in the CT image
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has an associated CT number. These CT numbers tnebd converted to relative

electron densities by the TPS for use in dose tation algorithms.

For a CT image based patient model to be usedei®®SXYZnrc code, each of its CT
slice volume elements (voxels) have to be convexeal specific material. This material
should be included in the PEGS4 data file. CT nusilban be associated with various
tissues of known atomic composition and densitgubh their relative electron densities.
There exists a bilinear relationship between CT loers and relative electron densities
through which specific CT numbers can be assochmattdspecific electron densities. In
turn, the relative electron densities can be aasediwith a mixture of materials with the

same electron densities.

For DOSXYZnrc transport simulation, the patient @ata have to be converted to tissue
data representing the physical characteristicshef different tissues using the code
CTCREATE. The CT phantom file can be created frdv@ €T dataset since all the

required material information is specified throughCT number to electron density

conversion ramp function. The additional informatihat the user is required to provide
are the CT data format, voxel dimensions for thenptim, and the transport parameters.
The CT dataset can also be “clipped” to remove sdata not required for patient dose
calculations, like the surrounding air in the CTage or the couch top on which the

patient is positioned during the CT scan.
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A CT to material conversion tool was developed gdime Interactive Data Language
(IDL) patform. The IDL based program allows themusecreate his/her own CT ramp (ie
function for converting CT data to the densitiesd amaterials required for the
DOSXYZnrc phantom). The ramp function converts Gimibers to materials and linear

density scaling is applied over a material inteeskhown in table 4.3.

Table 4.3 The materials with their associated CT number abity intervals for the default CT ramp.

Material Name CT upper Density lower Density upper
bound bound bound
AIR700ICRU 50.0 0.001 0.044
LUNG700ICRU 300.0 0.044 0.302
ICRUTISSUE700ICRU 1125.0 0.302 1.101
ICRPBONE700ICRU | 3000.0 1.101 2.088

The conversion ramp requires the ramp parametease(ral ct upper bound, material
density lower bound and material density upper bpuiihe file created by the IDL
program or CTCREATE is an ASCII file used as infart DOSXYZnrc to simulate the

CT phantom and for the display program, MCSHOW]igplay the density information.

The ASCII file contains information such as:

1. The number of media in the phantom

2. The names of the media

3. The ESTEPE value for each medium (now a dumipyt)n
4. The number of voxels in the X, Y and Z direction

5. A list of the voxel boundaries in the X directio

6. A list of the voxel boundaries in the Y directio

7. A list of the voxel boundaries in the Z directio
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8. For each Z slice, an X-Y array containing thedlme number in each voxel

9. For each slice in the Z direction, an X-Y arcayptaining the densities in each voxel.

4.6 Preparing and executing DOSXYZnrc with compatible patient

models for absorbed dose calculations

Once the CT data files had been converted to *reg#pfiles an input file could be

produced for DOSXYZnrc simulation and dose deteatiom based on patient data.

4.6.1 Patient study cases

A selection of typical patient studies encounteredhe clinical radiotherapy treatment
department was used for the evaluation of the GadPPS. These studies consisted of

the following: Head and Neck, Oesophagus, Breastgl Brain and Prostate cases.

For head and neck cases the treatment sites aoaltypassociated with missing tissue
geometries and air cavities inside the treatmerlume. There is also a complex
geometrical distribution of soft tissue and boneigures. This geometry is ideal to
evaluate the performance of convolution algoritimgombination with heterogeneity

correction based algorithms since a variety otigsshomogneities are present.
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Oesophagus: this treatment site contains largs patting having very low densities, but
still larger than that of air. Also, these low déynsegions are situated close to the PTV.
The influence of low density regions in close proiy of the larger density PTV can

thus be evaluated. This is of major concern ascumacies can typically lead to under- or

overdosage.

Breast: this treatment site is known to have assediinaccuracies in dose determination
using kernel based algorithms due to interfaceceffeof electronic disequilibrium,
missing tissue geomtries and partial beam absorbiibe low density lung volumes that
sometimes get quite close to the PTV lead to lodeeses inside the thin chest walls due
to scatter from inside the PTV to outside the pattessue, thus reducing the dose. The
effects of wax bolus could also be investigated tf@se cases, as well as the use of

shielding blocks.

Lung: although the effects of low density tissuelldobe evaluated in the oesophagus
plan, the lung plan allows evaluation of the catedl dose in a low density medium
which can be compared with the prescribed doséhigncase, dose is prescribed to low

density tissue with reduced absorbtion and enhascaitier effects.

Brain and Prostate cases: these treatment siteas@eshomogeneous than the others, but

the effects of bone and small air cavities coul@baluated.
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4.6.2. CT data conversion from TPS to egsphant fge

For external beam treatment planning the CT dati@aimsferred via a network to the TPS.
Once the CT data is received by the TPS it is cdaedeto CART image format and
stored in the patient database. The CART formatdgect-access binary file and the CT
data consists of a 256x256 image matrix for evengle CT slice. From the patient
database, the CART format images could be trargferra network for conversion into
the *.egsphant format required by DOSXYZnrc for @aslculation. Conversion could
be done on a Linux based PC with CTCREATE or oniaddivs based PC with the IDL

program.

The IDL and CT create programs have the capacisiap the bytes in the CART files
as the HP MOTOROLA based microprocessor of the Gad#/stem stores data in “big-
endian” format, while the PC stores data in “litledian” format. The CART files are
composed of 269 records with length of 512 bytecdRd one is an administrative block
and records 2 to 13 are user blocks. Records 249ccontain the CT image data stored
as a 2 byte integer arfayThe CT numbers are represented as {Hounsfield Béum+
1000. The CT image data could thus be extractedyerted to media numbers and
densities and stored as separate sequential a&&3K files on the PC, as mentioned

earlier.
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4.6.3 The DOSXYZnrc input file

The CT dataset for each clinical case was conveddtle *.egsphant format. The data
contained in these files represent the patient infmteDOSXYZnrc simulations to be
carried out. The x,y and z coordinates of the tamhabeam isocenter was selected to be
the same as what was used on the CadPlan TPS.tldtkkeesses were 1cm for all the
cases. The pixel sizes in each of the CT sliceedarccording to the size of the field of
view that was selected during the CT scan. Pixa¢ssiwere the same in the x and y

directions.

4.6.4 DOSXYZnrc simulations

MC simulations, especially with DOSXYZnrc, are vemforgiving. If a small error in
the simulation setup was not detected at firstythang result can be obtained after many
simulation hours. Quick simulation checks had todbee before the actual full scale
treatment plan simulation. This was done by sinmggta small number of histories
(typically 1-10 million) with large energy cut-offalues to verify that the beam and
patient coordinate systems corresponded with thegpagsed on the CadPlan TPS. Once
the simulations were complete, the dose distrilbbutcwuld be displayed with the
MCSHOW software which displays the patient CT anduperimposed, slice specific
dose distribution. The software has the capabdftgllowing not only transverse slices,

but also coronal and sagital CT slices with thessaiated dose distributions. This
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software program further has the option of drawmgtructures like target volumes and

organs at risk and allows computation of dose velimstograms (DVHS).

An IDL program was written to extract the 3D dosstribution data from the CadPlan
dose files. These dose distributions are repredenta 160x112 matrix for each slice and
had to be resampled for superimposing on the 25Bx2age matrices on MCSHOW so
that comparisons of dose distributions could laeemade. This also corresponded to the

DOSXYZnrc dose calculation grid.

The CadPlan planar dose files were converted in3® alose grid, the same format in
which DOSXYZnrc dose files are stored. Byte swappn the PC was also performed.
The CadPlan dose calculation grid can be variedh flh25 mm to 5 mm and this
influences the way in which the dose distributienrésampled by the IDL program
through pixel dimension calibration factors. Alletlelinical cases in this study though,
were calculated with a dose grid size of 2.5mm thed resampled to a 256x256 matrix.
The dose values are stored in the CadPlan formdirest-access binary files containing
256 records each of length 512 bytes. A similar hoet as described for image

manipulation was followed to access the dose vatudgese files.
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4.6.5 DOSXYZnrc transport control parameters

4.6.5.1. Open fields

The cut-off energies for photons and electrons wsse to 0.010 and 0.700 MeV
respectively. The boundary crossing algorithm fog simulations was PRESTA-I and
PRESTA-II for the electron step algorithm. The daseair was set to zero. The
ISMOOTH option was invoked for the re-use of opeidf PSF data. ESAVE_GLOBAL
was set to 0.700 MeV resulting in no range rejecheing implemented. Photon splitting
was turned off and spin effects were switched dre umber of histories was chosen so
as to reduce the statistical uncertainty to less thne percent standard deviation in all
voxels in a field. This number varied between 60iami for a 2x2 cni and 1 billion for a
20x8 cnf field sizes. The simulation rate was in the omfe20 million histories per hour
for the head and neck case with voxel dimension$.®fx1.31x10 mrh There was a
slight increase in the simulation rate for patierddels with larger voxels (e.g. prostate:
1.96x1.96x10 mr). The simulations were carried out on the same aCfor the

BEAMNrc simulations.

4.6.5.2. Blocked fields

The evaluation of blocked fields in the breast cass done by using the specific PSF

from the BEAMnrc simulations that included shielglinlocks. The number of histories
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in this case was determined in the same way asqbe fields, regardless of the block.
The transport parameters for the simulation wastgxéhe same as for the open fields,
but the ISMOOTH option was switched off as any tiotaof the PSF file through 180°

would result in inconsistencies in the shieldedt pérthe beam. Block and block tray
transmission factors were calculated since the m&bEto be commissioned with these
values for each of the two energies. This was égmuerding to the procedure stipulated
in the CadPlan manual by calculating the dose,gtwlith DOSXYZnrc for open beams,

beams with the whole (10x10 énfield blocked and beams with only the perspey tra
influencing the calculated dose. The ratio of bemtlor Perspex tray fields to the open

fields gave the transmission factors.

4.7 Absorbed dose calculations for clinical cases ohaé TPS

4.7.1 Absorbed dose calculations

Treatment planning was performed with the genedcekerator beam data that was
discussed in sections 4.2. and 4.3. Absorbed dstebdtions were calculated for the
clinical cases mentioned in 4.5.1. The field sizased over a large range from 2x2%m
for a small brain field to a 20x8 émior the breast plan. Normalization of the dose
distribution was done according to the ICRU’ Biidelines for multiple beam plans.

Dose could be prescribed to isodose lines wheressecy to achieve good tumor
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coverage as the PTVs and GTVs used were the saméhdoTPS and MC dose

distributions.

Head and Neck: A seven beam arrangement with neiiBpcenters was planned for this
case. The normalization point was selected accgriirthe ICRU criteria and involved
two 6x7 cnf, two 4x14 cr, two 4x7 cm and a 7x12 chfield size. The gantry angles
were 234.4° and 132.3° for the 6x7 Tfields, 180° for both 4x14 ¢cm0° for both 4x7
cm’ and 180° for the 7x12 dnfields. Collimator angles for all fields were 90Phe

couch angles in all beams were 0°.

Breast: Firstly two 100cm SSD beams with gantrylesmgt 112° and 292° and field sizes
of 20x8 cnf were used. Collimator angles were selected tod¥é and 343° for the two
gantry angles respectively. The couch angles ih beams were 0°. The patient model
also incorporated a paraffin wax bolus of approxetya2 cm on the left chest wall.
Secondly, to investigate the effect of planninghaiit bolus, the same patient model was
used, but in this case treatment of the other brgas planned. This involved two SSD
beams with gantry angles at 60° and 250° and fids of 20x6 cf Collimator angles
were selected to be 170° and 190° for the two gaatgles respectively. The couch
angles in both beams were 0°. These two caseseadléov comparisons of the dose close

to the skin surface in the bolus and non-bolusslan

Lung Case A: The same patient model used for thadbrcase was also used for the lung

case. This plan involved two 4x3 €risocentric fields at gantry angles 9° and 293°.
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Collimator angles were selected to be 90° for Hmhms, while the couch angles were
0°. The isocenter was situated inside the tumoumel and dose was normalized to the

ICRU reference point (the isocenter).

Case B: A dose distribution for a 2x2 Zfield was also produced to study the effects of
electronic disequilibrium in lung for small fieldShe gantry angle selected for the single

field dose distribution was 293°.

Brain: Two isocentric beams with beam gantry angke270° and 90° and field sizes of
14x8 cnf and 14x11 cihrespectively. Collimator angles were selectededbfor both
beams. The couch angles were 0° for the first baaghe and 270° for a vertex field with
gantry angle of 90°. The ETAR inhomogeneity coiectalgorithm could not be
employed for vertex fields due to calculation nesivns in the sense that the effective
coalesced slice can not be calculated for vertexmise or beams directed along the

patient z-axis. Dose was normalized according ¢d@RU criteria.

Prostate: A five beam isocentric prostate planrgeanent was planned here with beam
gantry angles at 0°, 120°, 75°, 295° and 300°. fiéld size was 8x7 cfnfor all fields.
Dose normalization was done in a similar way astlier brain plan. Collimator angles

were selected to be 0° for all beams and the cangles also 0°.

Esophagus: A three beam isocentric plan arrangemastopted for with beam gantry

angles at 0°, 285° and 75°. The field size was @&k for all fields. Dose normalization
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was done in a similar way as for the brain plan,dtso ensuring that the reference point
was not selected in a region of low density or eltis such interfaces. Collimator angles

were selected to be 0° for all beams and the cangtes also 0°.

In this study the treatment planning system wasueted for 6 and 15 MV x-ray beams
for both the double pencil beam and single peredn models. More focus fell onto the
single pencil beam model as this is the preferregthod for dose calculations.
Combinations of Batho and ETAR inhomogeneity cdroecalgorithms were utilized in

this study.

4.8 Comparison of DOSXYZnrc and TPS calculated dose disbutions

4.8.1. Normalization of the dose distributions caldated with DOSXYZnrc

Once the dose distribution had been calculated th¢ghTPS and DOSXYZnrc they could
be compared on the same patient CT model. To aehleg, the dose distributions in
both cases where normalized to the ICRU referemmat pas explained before for
multiple beams, and to a depth of interest (with tlepth deeper than,g) for single
beam comparison. The dose gt dvas not chosen as small errors in this positiad e
large differences between the two calculated dhstions. The normalization point dose

consisted of the average dose in the voxel correlipg to the position of the point and
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the 8 voxels surrounding that particular voxel ba €T slice of interest. This was done

to reduce the noise on the data. Absolute dose ansgm was possible in this way.

4.8.2. Evaluation of treatment plans with dose volue histograms

Treatment planning optimization for 3DCRT will prde maximal tumor control
probability (TCP) and an acceptable normal tissammication probability (NTCP).
Tumor dose will be maximized in this case with normal tissue tolerance being
compromised and treatment plans are evaluatedthighcriterion. The difficulty in this
evaluation is associated with the large amouniatd dontained in a 3D dose distribution.
Areas or volumes of under- and overdosage candstifd through visual inspection of
the dose distribution, but due to the size of h#ise dose calculation points such an

interpretation alone is very difficult, especialiynen comparing two different plans.

To aid the user in the interpretation of the 3Dadand getting an easily representable
relationship between dose distributions and theaated delineated volumes receiving
the dose, dose-volume-histograms (DVHs) are ofteed uor this purpose. DVHs are
graphical representations of organ dose versusvohene of the delineated organ of
interest. On this data plot the volume receivingalgreater than or equal to each dose
level as a function of the dose interval in theestpd dose range, is represented. This
graphical presentation of 3D dose distributions mamzed on a 2D graph allows quick

assessment of the degree of dose uniformity andundarmity of dose distributions.
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DVHs are 2D representations of 3D data over thareerdcanned volume. Dose
uniformity and non-uniformities can thus be ideetif on DVHs, but their exact position
within the whole volume of interest can only bentiiged on the CT slices with their
isodose lines. DVHs may give some additional infation that may not be readily
apparent when using the isodose distributions. Higke regions on the DVH may
represent a high dose region related to a singlesl€& or may represent a contiguous
region related to adjacent CT slices, or even abmuinof discreet high dose regions
related to the same or different CT slices. Onbdase lines can be used to identify the
location of high dose regions and thus DVHs must®ed in conjunction with isodose

distributions for treatment plan evaluation.

The DVH data was obtained from the MCSHOW softwlayeanalyzing the 3D dose
distributions for each organ or tumor that wasrdsdied and after manipulation could be
plotted on a graph for comparison. The TPS and M&eated plans were also compared

based on the Equivalent Uniform dose (EUD).

4.8.3 Evaluation of treatment plans with the Equivéent Uniform Dose (EUD)

The EUD according to the proposal by Niemiérkeas calculated for all OARs and

delineated tumor volumes. Although this phenomegiold concept can potentially

provide a method of comparing inhomogeneous doskilalitions, it does have some

limitations, especially where very cold spots imtr volumes are calculated in
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combination with hot spots elsewhere. This simgdifform of the EUD is not sensitive
enough for low dose areas in the tumor and morepoehensive TCP models have been

developed.

Further development of NTCP models expressed msesf EUD have been reported
and may be simpler to use than the well known Lyfhaquation. An investigation into
the sensitivity of the EUD concept and TCP modeldeimetric heterogeneity has shown
that both indices provide distinctions between daodistributions of varying
nonuniformity®. It has also shown that EUD is insensitive tqpaisameters (both spatial
and temporal) relative to the more particular indéx CP. It was found that in light of
uncertainty regarding in vivoadiobiological parameters, within the limitatiomsposed
by variations in dose distribution, EUD providesnwre stable and less deceptive
indicator of relative effect. This would allow th€JD indice to be used favorably in
certain applications, like:

__intercomparison of dose distributions when radiloigical parameters are uncertain;
__incorporation as an objective (or part of an ofiye) in optimization routines. EUD
overcomes many of the deficiencies of geometriacesl (e.g. linear or least-squares
comparisons) by incorporating the nonlinear dossparse into calculation of a scalar
dose indicator; and

_ for multicentre reporting of dose distributiorsing alternative irradiation techniques.

By considering these factors, it was decided totheeEUD application in its simplest

form.
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However, Ebert pointed out that the insensitivity of EUD to mogelrameters can be a
disadvantage if parameters acurately known and definitive comparison of al&tive

irradiation strategies is required. In such casles, sensitivity of TCP would be an
advantage since it would accurately and adequdtstinguish potentially successful and

unsuccessful techniques.

In{iui EﬂSFZ)%f“}

In(SF) (4.4)

EU D(Gy) = Dref

Equation 4.4 was used for the EUD calculation iis #tudy. The various biological
parameters used during the calculations are irgticat chapter 5. The simplest model
was used during these calcualtions, in other wondsabsolute volume effects, non-
uniform spatial distribution of clonogens, dose-fraction effects, cell proliferation
effects and inhomogeneity of patient populations wecorporated. The dose volume
histogram data from the CadPlan and DOSXYZnrc ithstions were used for

calculation of the EUD in the clinical cases.
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Chapter 5

Results and Discussion

5.1. Introduction

Chapter 4 addressed the methods that were empfoyele evaluation of the CadPlan
TPS dose calculations against MC simulations. ia thhapter the results found during

these evaluation tests will be shown and discussddtail.
5.1.1. Analysis of the BEAMnrc generated PSFs forpen and blocked beams

During the first stage of accelerator simulatiortrmihne BEAMnrc code, the generic
accelerator was built and compiled with the CMsseisout in chapter 4. Thereafter the
master PSFs were generated beneath the MIRROR €®dad 15 MV photon beams.
The master PSFs were used as input for simulatiathsdifferent jaw settings leading to
PSFs for various field sizes. The fluence and spkdistributions of the master PSFs
(generated just above the jaws) and for a secofffdgeBerated for a 10x10 érfield are
shown in figures 5.1 and 5.2 respectively. The sdcstage PSFs for the TPS beam
characteristic commissioning data were generatéd atim SSD. The PSFs used during
patient model dose calculations with DOSXYZnrc wgeaerated at 50 cm SSD to allow

them to be used for any further stage simulations.
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The SSD at which the particles in the PSF wereestdetermines the distance between
the 50% intensities of the fluence profile due éafm divergence. The PSF analysis was

done with the BEAMDP code.

Photon planar fluence from stage 1 and 2 PSFs

Statistical uncertainty = 1%

Tanty
(Back of Ch4)
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EI0RS
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¥

0.4 4

Relative number of photons/bin
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Distance in x-direction from the CAX |em)

Figure 5.1The photon fluence distribution of the master P@®t#id lines) of the 6 and 15 MV beams in

the x-direction, as well as the corresponding fagedistribution of PSFs generated at 50 cm SSDkéro
lines) for 10x10 crhfield sizes. The data was scored in 100 bins witlvidth of 1 mm each in the x-

direction. The error bars have sizes comparabtleetdine thicknes.

From figure 5.1 the increase in the photon fluencéhe master PSFs with off axis
distance until a maximum is reached at approxima@etm from the CAX defined at the
plane above the jaws. A local minimum fluence valuehe open part of the beam is

found on the CAX due to the effect of the conidadse of the flattening filter. The thick
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central part attenuates the forward peaked brehhatrg fluence from the target more
than on the peripheral regions. Between 3 and 4fram the CAX, the primary
collimator starts to attenuate and absorb sombheophotons leading to a reduction in the
fluence. Beyond 4cm most of the photons are abdarstde the primary collimator. The
fluence profile is symmetric with the statisticalaertainty smaller than 1%. The error

bars on the graph are not discernable.

The planar fluence profile has an important eff@etthe dose profiles calculated with
DOSXYZnrc. If the fluence is higher in the centdrtive beam for the master PSF, the
corresponding dose profiles will show a peak in teater of the beam. On the other
hand, if the peak is closer to the edge of theniteeprofile, the dose profiles will show

increased dose towards the edges of the radiatamb

The incident electron beam energies of 6 MeV and1&¥ were chosen to simulate the
photon beams. The resulting fluence distributiolas/gd an important role in selecting
the appropriate incident electron energy. The 6 M&¢ttron beam resulted in a fluence
profile that lead to a flat dose profile at 10 capth in a water phantom. For the 15 MV
beam however, an incident electron energy of 15 Mwes initially selected. This
resulted in a fluence profile that was peaked andénter and the resulting dose profiles
for the largest field size also showed a peak enc#ntral axis. The incident electron
energy was subsequently decreased in steps of ¥ Wtil the dose profiles were
found to be comparable with the commissioning dé&ta real Siemens MD2 accelerator.

However, as large changes in the dose profile shape seen when varying the incident
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electron energy, the PDDs showed less variatiom theeincident electron energy range
in these trial runs. These findings showed gooeéeamgent with the literature where it was
found that incident electron energy with the raagltrehmstrahlung energy spectra has
much larger influences on dose profile shapes ¢mRDD data. Pena et!a@oncluded
that depth—dose profiles are not sensitive enoagitdduce two different PDDs for a 0.5
MeV nominal energy change in any of the configuradithey studied for the NRC linac.
Sheikh-Bagheri and Rogérsame to similar conclusions for various accelegato
Sheikh-Bagheri et. &reported that when the nominal beam energy isdary 3% at 10
MV and 5% at 20 MV, it is observed that, unlike theripheral dose (dose outside the
penumbra), the dose distribution inside the figld an the penumbral region are sensitive
to such variations. The beam energy impacts theéhedepization distribution and the
calculations show that, for example, increasingdleetron energy from 20 to 21 MeV
changes the value of relative ionization at 10 §/depth slightly (from 0.788+0.001 to

0.796%0.001 for their simulations).

In comparison to the fluence distribution for thage 1 simulation, the 10x10 ém

fluence profiles are clipped by the acceleratorsjaWwhe shapes of the profiles are
approximately maintained in the open part of thedficompared to the master PSF.
However, the effect of scattered radiation outsitefield is clearly seen for the fluence

profiles at 50 cm SSD.
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Photon spectral distributions from stage 1 and 2 PSFs
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Figure 5.2The photon energy spectrum distribution of the eraBSFs (solid lines) and at 50 cm SSD

for a 10x10 crhfield size (broken lines). These are the energcsp for the photons produced by the
brehmstrahlung target and scattered by the flattefilter of the accelerator. The error bars ad@ne
sizes comparable to the line thicknesses. Datasa@®d in 60 and 120 bins with widths of 100 ke¢hea

in the x-direction for the 6 and 15 MV beams resipety.

The spectral data was generated in a rectanguiorreof 10x10 cr for the master
PSFs, while this region was set to 20x2CF éon the data at 50 cm SSD. The width of the
energy bins were 0.1 MeV and the statistical uagety was less than the 1% level. The
peak energy of the photon fluence in the mastersR&is 0.35 MeV for the 6 MV beam
without any collimation and 0.4 MeV for the 15 M\édm. When the field size was

clipped to 10x10 cifor these two energies, the effective energy eftteam is increased
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since the peripheral part of the fields contaimtieely more low energy photons due to
soft beam transmission of the thinner part of tlagtening filter. The peak energies
changed to 0.4 MeV and 1.05 MeV for the 6 and 15 b&dms respectively. The 15 MV
beam also showed a peak at 0.550 MeV resemblingnhénilation photons produced

during pair production interactions.

Figure 5.3 shows the fluence for an irregularlypgthblock field for both energies. The
block thickness was 9 cm on the beam axis and 8fe Was generated at 60 cm SSD.
The reduced fluence intensity at 2.4 cm is causgetthé collimating effect of the jaws. In

the positive x-direction the sudden decrease iansity is due to the cerrobend block
photon absorption. However, due to the shape obkbek getting thinner in the positive

y-direction, some scattered photons still reachst@ing plane underneath the block. As
the distance from the central axis increases, timeber of photons in the fluence profile
bins decrease. The number of photons in this p#s@ includes all photons that were
transmitted through the cerrobend block. The phdkeence outside the beam edge is
also less than the number in the same positiomennegative x-direction due to more

scattered photons being absorbed by the shieldoukb
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Photon planar fluence from stage 1 and 2 PSFs for blocked fields
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Figure 5.3The photon fluence distribution of 6 and 15 MV beaim the x-direction of an irregularly

blocked 20x8 crh(defined at 100 cm SSD) field with the PSFs at80SSD. The insert shows the shape
of the shaded blocked region superimposed on #ié §it the phantom surface and the line the pasitio
where the fluence profile was sampled. The datassased in 80 bins with a width of 1 mm each inxhe

direction. The error bars have sizes comparabtleetdine thickness.

5.1.2. Input beam data for the CadPlan TPS generatewith DOSXYZnrc

5.1.2.1. Open Fields

The evaluation of the TPS involved the generatiba oommissioning dataset for 6 and

15 MV x-ray beams. The commissioning was done wlitise distributions of various

198



field sizes, similar for both energies. Additiorfild size beam data was produced and
used during the treatment unit characterization@Yprocess to allow these datasets to

be used for commissioning of other TPSs as well.

The DOSXYZnrc generated dose profiles to impoth®TPS are shown in figures 5.4 to
5.15 for the 6 MV dataset. The voxel sizes weresehofor each field size to produce
accurate dose distributions. Voxel widths of ldsant3 mm near large dose gradients
were used. Larger voxels were used where the d@skegts are small, or outside the

beam penumbra.

The commissioning beam data was sampled from thatimeg .3ddose files generated
with the DOSXYZnrc simulations. The depth dose da#s normalized to 10 cm depth
and the profiles normalized to the correspondingfre¢ axis percentage dose. Only the
diagonal profiles of both energy datasets were abmed to unity on the CAX at the
depth of maximum dose. Once the data was impoudethé¢ TPS, it was re-sampled
(through interpolation) into 0.25 cm grid spacimg fhe profile data and 0.5 cm spacing
for PDDs by the TPS. PDDs and profile data wereegeed for the following field side
lengths: 2, 3, 4, 5, 6, 7, 8, 10, 12, 15, 20, 25,49 cm and 40 cm diagonal profiles. The
profiles were generated at depths gf.dof the 10x10 crhfield), 5, 10, 20, and 30 cm

and are largely influenced by the photon fluencthePSFs.
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Percentage Dose
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Figure 5.14

Figure 5.15

Figures 5.4 — 5.160SXYZznrc generated profile import data.
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The increased statistical variation, though theawee is smaller than 1%, can be seen by
close inspection of regions close to the beam pénanor where it was deemed
necessary to have accurate representations otlastging dose gradients. It is more
evident for larger field sizes. This can e.g. beavbed for the 30 cm depth profile in

figure 5.14 between 16 and 24 cm from the CAX.

The TPS should be able to replicate the origingdarted beam data once the validation
of the input data has been done and beam chasdicigrarameters for dose calculation
use have been generated. The TPS calculated ckisbutions should agree to within a
certain tolerance value of the original measurdd é& evaluation of the TPS algorithm
accuracy. Profile data showing the comparison & BMmulated and TPS calculated
dose distributions are shown in figures 5.16 t&5The graphs include a small expanded

region selected in the penumbra to make compadbtme dose distributions clearer.
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6MV 2x2cm? Crossplane Profiles
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Figure 5.16Comparison of the MC (solid lines) calculated ddiributions for a 2x2 cfrand 5x5 crh

field with the Double Pencil Beam (DPB; broken Jinend Single Pencil Beam (SPB; filled circle)

algorithms at depths of,.g, (1.5 cm for 6 MV), 5, 10 and 20 cm.
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. 6MV 10x10cm? Crossplane Profiles
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Figure 5.17Comparison of the MC (solid lines) calculated ddisributions for a 10x10 cfrand 20x20

cnt field with the DPB (broken line) and SPB (filleitate) algorithms at depths of.g, 5, 10 and 20 cm.
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The 6 MV MC depth dose data are shown in figurd8 50 5.19 for the open fields,
while MC and TPS comparative data are shown inrégh.20. The PDD data were

normalized to the dose value at the isocenter (A @epth) for each field.

6MV Depth Dose Data for field sizes smaller than 12x12em?
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Figure 5.18

6MV Depth Dose Data for field sizes larger than 10x10cm?
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Figure 5.19

Figures 5.18 and 5.1%:pth dose data for the MC simulations used for T®8missioning

205



6MV Percentage Depth Dose: Open Fields
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Figure 5.20.:.Comparison of the MC (solid lines) calculated ddssiributions with the DPB (broken

line) and SPB (filled circle) algorithms for fielsizes of 2x2, 5x5, 10x10, 20x20 and 30x30’.cithe
curves are normalized to 10 cm depth. An expandseti of the region surrounding the depth of maximu

dose buildup is shown.

It can be seen on the PDD curves that larger fidlds show increased dose with depth in
the phantom compared to the same depth positiemailer field sizes. This is a result of
increased phantom scatter towards the CAX leading tlift” in the tail of the PDD
curve. The effective energy of the beam is somewviblt size dependant due to more
soft x-rays contained in larger fields, but thisemgy dependence is not nearly as
pronounced as the phantom scatter effects. Thevigent from the lower gy value

when PDDs are normalized to 10 cm depth as a reghigher doses in the exponential
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tail of the PDD curve beyond the position of maximwose. With an increase in

phantom scatter with field size comes an increaskse with depth.

The TPS imported MC dose profiles for the 15 MVadat are shown in figures 5.21 to
5.34. PDDs, profile data and diagonals were geedritr the same field sizes as for the
6 MV dataset. The profiles were generated at depiit,., (of the 10x10 crhfield), 5,

10, 20, and 30 cm.
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Figures 5.21 — 5.380SXYZznrc generated profile import data.

Similarly to the 6MV data one can see by closeeagtipn an increase in statistical noise

in regions close to the beam penumbra or whereag weemed necessary to have

accurate representations of fast changing doseemtady utilizing smaller voxel sizes.
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15MV 2x2cm2 Crossplane Profiles
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Figure 5.33Comparison of the MC (solid lines) calculated ddiributions for a 2x2 cfrand 5x5 crh

field with the Double Pencil Beam (DPB; broken Jinend Single Pencil Beam (SPB; filled circle)

algorithms at depths of.g, (1.5 cm for 6 MV), 5, 10 and 20 cm.
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15MV 10x10cm? Crossplane Profiles
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Figure 5.34Comparison of the MC (solid lines) calculated ddisributions for a 10x10 cfrand 20x20

cnt field with the DPB (broken line) and SPB (filleddk) algorithms at various depths.
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The 15 MV MC depth dose data are shown in figur85 %o 5.36 for the open fields. MC
and TPS comparative data are shown in figure S.8&.PDD data was normalized to the

dose value at 10 cm depth for each field.
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Figure 5.36

Figures 5.35 and 5.3®epth dose data for the MC simulations used for T&®8missioning
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15MV Percentage Depth Dose: Open Fields
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Figure 5.37Comparison of the MC (solid lines) calculated ddistributions with the DPB (broken line)

and SPB (filled circle) algorithms for field size2x2, 5x5, 10x10, 20x20 and 30x30<rfihe curves are
normalized to 10 cm depth. An expanded insert efrédgion surrounding the depth of maximum dose

buildup is shown.

The same trend is seen in the 15 MV input datasetlts than for the 6 MV dataset. The

PDD curves show a less steep tail for larger fs&t@s compared to smaller field sizes.

5.1.2.2. Blocked fields — CadPlan transmission lzaaim penumbra dose modeling

Profile data was generated with DOSXYZnrc simuladifor partially blocked fields with

side lengths of 10 and 25 cm. The profiles wereegged at depths of.g 5, 10, and 20
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cm. Two block shapes were investigated: a largeobend block that shields half of the
radiation beam and a spinal cord block (1 cm witithghield a thin section of the beam.
Transmission factors for the cerrobend blocks &iedRMMA block tray were calculated
by taking the ratios of blocked and unblocked fidtke values at,@x (as described by
the CadPlan user's and dose calculation manuadnshnission factors are used during
dose and MU calculations for treatment planninge Tielevant data for the 6MV
modality is shown in figures 5.38 to 5.39 and fegi5.40 to 5.41 for 15 MV. Some of
the profiles also include the SPB and DPB datacémnparison with MC simulations and

TPS calculations.
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Figure 5.38Comparison of the MC (solid lines) calculated dakstributions for a 10x10 cthalf

blocked field with the DPB (broken line) and SPBIgé circle) algorithms at the indicated depthieT

profiles are normalized ta.gx of the effective axis depth dose curve.
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6MV 10x10cm? Crossplane Blocked Profiles
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Figure 5.39Comparison of the MC (solid lines) calculated ddiributions for a 10x10 cfrand 25x25

cnt spine blocked field with the SPB (filled circle)gatithm at the indicated depths. The profiles are

normalized to g, of the effective axis depth dose curve.
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The same field sizes were used for the evaluatfoblacked field calculations for 15
MV. The profiles were generated at depths @fidof the effective axis depth dose axis),

5, 10, and 20 cm.

15MV 10x10cm? Crossplane Blocked Profiles

Statistical uncertainty < 1%

120

- 26cm
- 5cm

- 10cm
- 20cm

Solid line — MC
Broken line — DPB
Filled circles - SPB

Percentage Dose

Off-axis distance {(cm)

Figure 5.40Comparison of the MC (solid lines) calculated dakstributions for a 10x10 cimhalf

blocked field with the DPB (broken line) and SPH# circle) algorithms at the indicated depths.
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Figure 5.41Comparison of the MC (solid lines) calculated dostributions for a 10x10 chspine

blocked and 25x25 chhalf blocked field with the DPB (broken line) aB&B (filled circle) algorithms at

the indicated depths. The profiles are normalined,t, of the effective axis depth dose curve.

217



The cerrobend block transmission factors implentimethe TPS for the two energies
were 0.22 and 0.31 for 6 MV and 15 MV respectivdllge block tray factors were 1.031
and 1.027 for the two energies respectively. Tloelbtransmission factor is used in the
dose distribution calculation underneath the blpbks the block tray factor is only used

in MU calculations.

5.1.3. Evaluation of the TPS dose calculations aa@acy in a homogeneous water

equivalent phantom

The TPS uses the imported beam data to generatatioadmachine beam specific
parameters and variables. These parameters arelusad dose calculations employing
convolution methods. TPS acceptance and QA testsrerthat the imported data were
entered correctly. Evaluations of the calculatidgoathms ensure accurate dose

calculations by the TPS when compared to the algiput data.

Various field sizes are typically used in clini¢cedatment planning procedures and dose
distributions should be evaluated for a represamtatet of these field sizes. This ensures
that all possible discrepancies between measur@daloulated dose distributions can be
accounted for. Comparative water phantom data geeeeby DOSXYZnrc and the TPS
for open fields are shown in figures 5.16 to 5.hd &.20 for 6 MV and figures 5.33 to

5.34 and 5.37 for 15 MV. The comparative water pbiandata for blocked fields are
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shown in figures 5.38 to 5.39 for the 6 MV data digdres 5.40 to 5.41 for the 15 MV

data.

Tables 5.1 to 5.2 show the results of the 6 MV datalyses where confidence limit
values were calculated with detailed verificatidntioe TPS dose calculations for open
field PDDs, profiles and blocked profiles. Thesefaence limit values can be compared
with the tolerance criteria in the last column loé tables. The data summarizes the open
and blocked field data for all the field sizes siated and calculated in this study, except
the 3x3, 6x6, 12x12 cmand diagonal fields which where not deemed necgssa
Venselaar et. lhave proposed to calculate a sin§lealue that is descriptive of the
accuracy performance of the TPS, considering devistin calculated dose distributions

from the measured ones for all points in the d@dasits.

In this study, however, the different evaluatedarg described for PDD and profile data
were reported separately to clearly outline regiahgre inaccuracies were found. The
reason for not reporting a singdevalue is because an acceptable representativie sing
value can be found for a TPS algorithm evaluation,it does leave the opportunity for
regions where large discrepancies are found, nwigbpointed out. This could have
serious consequences where, for example, the spamdl in a treatment plan is to be
shielded off and the TPS dose deviates by 10% tlmrmeasurement data just outside
the field. In such a case the spinal cord coulctmpidlly receive 10% higher dose than
what was planned leading to paralyses if the taladose was breached. A single

value, if all other regions showed small deviatiomgl not point this fact out.
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Table 5.1Summary of the test procedures done on the CadRlamissioning dataset for the 6 MV

Double Pencil Beam (DPB) calculations. Calculatetugs are shown for the different tests for various

geometries and regions, which include the numbeoofits, the mean deviation of the points fromk@

data, the standard deviation of the calculatiomigofrom the MC data and the confidence limits tfoe

calculated data.

Description | Tolerance| Number Mean Standard | Confidence| Tolerance
of geometry ©) of points | deviation | deviation limit
Square fields o1 268 0.79% 0.263% 1.19% 2%
Square fields 5 72 <2mm <2mm 2mm
Square fields 83 1312 -0.33% 1.17% 2.08% 3%
Square fields 84 226 0.91% 1.22% 2.74% 3%
Square fields RWsg 150 0.68 mm 0.11 mm 0.85 mm 2 mm
Square fields 850-90 384 -0.62 mm 0.25 mm 0.99 mm 2 mm
Block field O3 264 2.16% 0.63% 3.11% 3%
Block field 04 56 1.83% 2.92% 6.21% 3%
Block field 850-90 46 1.53 mm 0.64 mm 2.49 mm 2 mm
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Table 5.2Summary of the test procedures done on the Cad®lamissioning dataset for the 6 MV

Single Pencil Beam (SPB) calculations. Calculateldes are similar to table 5.1.

Description | Tolerance| Number Mean Standard | Confidence| Tolerance
of geometry ) of points | deviation | deviation limit
Square fields 81 268 1.08% 0.19% 1.38% 2%
Square fields 5 72 <2mm <2 mm 2 mm
Square fields 33 1312 1.66% 0.281% 2.08% 3%
Square fields Oy 226 -0.03% 2.27% 3.73% 3%
Square fields RWsg 150 1.56 mm 0.99 mm 2.32 mm 2 mm
Square fields 850-90 384 -1.57 mm 1.13 mm 3.26 mm 2 mm
Block field O3 264 0.70% 1.37% 2.75% 3%
Block field 04 56 4.31% 2.13% 7.5% 3%
Block field 850-90 46 0.21 mm 0.57 mm 1.07 mm 2 mm

Tables 5.3 to 5.4 show the results of the 15 M\adatalyses where confidence limit
values were calculated with detailed verificatidntioe TPS dose calculations for open

field PDDs, profiles and blocked profiles.
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Table 5.3Summary of the test procedures done on the Cadflamissioning dataset for the 15 MV

DPB calculations. Calculated values are simisldakbde 5.1.

Description | Tolerance| Number Mean Standard | Confidence| Tolerance
of geometry (©) of points | deviation | deviation limit
Square fields 81 308 0.60% 0.24% 0.96% 2%
Square fields 5 128 <2 mm <2 mm 2 mm
Square fields 33 1398 -0.37% 0.84% 1.62% 3%
Square fields Oy 310 0.37% 0.897% 1.71% 3%
Square fields RWso 152 0.40 mm 0.07 mm 0.51 mm 2 mm
Square fields 850-90 374 0.94 mm 0.64 mm 1.45 mm 2 mm
Block field O3 282 -0.16% 2.13% 3.35% 3%
Block field 04 68 2.30% 1.21% 4.12% 3%
Block field 850-90 80 0.83 mm 0.37 mm 1.38 mm 2 mm

Table 5.4Summary of the test procedures done on the Cadkmmissioning dataset for the 15 MV

Single Pencil Beam calculations. Calculated vahressimislar to table 5.1.

Description | Tolerance| Number Mean Standard | Confidence| Tolerance
of geometry ) of points | deviation | deviation limit
Square fields 81 308 0.56% 0.24% 0.92% 2%
Square fields 5, 128 <2 mm <2 mm 2 mm
Square fields 83 1398 -0.86% 1.29% 2.79% 3%
Square fields 04 310 -0.20% 1.85% 2.97% 3%
Square fields RWso 152 0.90 mm 0.16 mm 1.14 mm 2 mm
Square fields 850-90 374 0.51 mm 1.57 mm 2.87 mm 2 mm
Block field O3 282 -0.37% 0.896% 1.71% 3%
Block field 04 68 1.87% 1.41% 3.98% 3%
Block field d50-90 80 0.98 mm 0.64 mm 1.93 mm 2 mm
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From the compared PDD dai& @nds,) it was found that the two algorithms displayed
acceptable accuracy in reproducing the original M@ut data for both energies. The
only deviations found were in the buildup regiorthwdifferences of more than 20%
dose, but using the distance to agreement criierithese regions showed that the
tolerance of 2 mm was maintained. This criteriaded because the dose gradient change
is more than 3% / mm. Calculated confidence limatues were less than 2 mm in
distance which is acceptable. In the region beyindthe confidence limit values were
well within tolerance. This correspondence is clgam the comparative PDD graphs
and the overall performance of the TPS in produchey PDDs is very good. Similar

results were found for the 6 and 15 MV PDD data.

The profile results for open beams showed goodeageat in the open, central part of the
beam (80% of the geometrical field size). Discrejes of up to 3% are found in the
beam fringe (distance from the 50% to the 90% dpsmts). Both pencil beam

algorithms underestimate the dose in these regiatis the SPB showing the largest
deviations. The DPB algorithm shows better agree¢noempared to the SPB that

breaches the tolerance value when the confidenmgevalues are evaluated.

Deviations get smaller with increased field sizat, dverall the SPB fails in these regions
(650-99 even when considering the 1% variance on the Ma.dConsequences of these
deviations may be that larger field sizes are usedumor dose coverage than that
actually required. In the 6 MV SPB case field sighsuld thus be chosen to be slightly

larger than what is currently chosen, while theM\ SPB case requires field sizes that
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should actually be smaller. This is especiallyetfar small radiation fields. The 6 MV
DPB plans will also require a smaller field sizées@#on for tumor dose coverage. The
fact that larger fields will be selected duringrpiang with the SPB algorithm results in
OARs in close proximity of the tumor volume receiyihigher doses than what will be
calculated by the TPS. The problem lies in the that tolerance doses can be breached
for OARs although the tumor volume may actuallyeree a more uniform dose with
good coverage. This is quite a concern as the peeam algorithms, especially the SPB
underestimates the dose underneath the jyag will be seen in later discussions. This

will lead to an additive underestimation of OAR dadose to the target volume.

Outside the geometrical field boundaries the TPSsisbently underestimates the dose.
Although the penumbra widths show less than 2 mwatiens from the input data and
RWs, (radiological width; width of the profile measuratl half the height of the CAX
dose) deviates less than 2 mm for all but the 6 8RB data. The TPS calculated dose
for the SPB decrease at a higher rate just outbelgpenumbra region resulting in large
dose underestimation. The confidence limit valueswsthat the inaccuracy for both
algorithms is larger for the 6 MV data than 15 MWhe SPB just passes the tolerance
criteria for the 15 MV data, while the DPB resuttse well within tolerance for both

energies.

The 6 MV data evaluation shows that underneathatve the SPB and DPB algorithms

underestimate the dose for small fields. This uesténation decreases with off-axis

distance and with depth. The maximum deviationoisntl for the profile at gy With
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increasing field size, the deviations become lagget it is clear from figures 5.16 and
5.17 that the SPB deviations are much larger tharDiPB deviations. Again the trend in
off axis distance and depth is repeated with theatiens decreasing in the same way.
Local differences of more than 50% have been caled| but as the dose is very low in
these regions the deviation should be expresststnms of dose on the central axis. This

was found to vary from 3-4% depending on the figie between 2x2 chand 5x5 crh

With field size increasing from 5x5 éno 10x10 crfi, the SPB dose underestimation
increases to 5-6% underneath the jaws, while th® @Bviations vary from 2-3%
expressed as a percentage difference relativeetacentral axis dose. Deviations still
decreased with off-axis distance and depth. Fdd fiézes larger than 10x10 érthe
same trend was maintained and the SPB showed degdtom 5 to 8% while the DPB
deviations actually start to decrease to 1-2%. &i#3B differences may not statistically
be significant as the uncertainty in the MC datanishe order of 1%. SPB deviations

again decreased with depth and off-axis distance.

The DPB algorithm calculates depth dose valuesifegularly shaped fields at different
depths by utilizing the dose due to primary radiatiand phantom scatter under
conditions of electronic equilibrium. Off-axis rasi which modulate the depth dose are
produced by the product of the envelope and boynfiarctions. The depth dose and
boundary functions were computed by the convolutiba field intensity function and a
scatter kernel and boundary kernel respectivelys Thnvolution process leads to a depth

dose value arising from a field intensity functiconvolved with a full phantom scatter
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kernel and boundary function. The boundary functaanspecific off-axis points and
different depths determines the shape of the permmdgion of the field, while the
envelope profile considers the non-flathess oflieam. The primary radiation intensity
function changes to transmission values underngattks and becomes zero underneath

the jaws, resulting in only phantom scatter conititns to dose underneath the jaws.

The SPB utilizes only a single pencil kernel contioin with a similar field intensity
function as was used in the DPB model. A correcfamtor is also used in combination
with the pencil beam kernel that takes into accdhatvariation of the primary photon
fluence as a function of depth and off-axis distarithe scatter kernel from the phantom
scatter at a reference depth is calculated foeaatla 4x4 cffield by differentiation of
the scatter dose on the central axis of the bedm.ifitensity profile and scatter kernel is
assumed to have rotational symmetry which chand#3 imtegration to a 1D integration
for calculation speed increase. The scatter kasnebmputed with the intensity profile.
As the intensity profile is more of a scatter pefiwhile the envelope profile is more a
fluence modulating profile), the situation mightsarwhere the scatter profile does not
adequately account for the photon intensity closthé beam edge, or the scatter from the
inside of the field to the outside is simply oveéi@sted in this way. The intensity profile
calculation seems reasonable and can probably dladed in assessing the deviations
found when comparing MC dose distributions with BB calculations. A possible
reason for these differences underneath the jawsl @ the combination of the scatter —
and boundary kernels. As it is assumed that thendbemy profile, corrected for photon

scatter, is the result of the convolution of thessmg part of the pencil beam kernel
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(referred to as the boundary kernel) with a unif@guare field (1 inside and O outside
the field), the dose underneath the jaws may cdytdie underestimated. As the non-
uniformity of the field is already taken into accty the scatter profile, it seems like
the generation of this profile leads to the undéreged dose in the beam fringe region

while the boundary kernel could possible be overeming for phantom scatter.

Some of the consequences for these discrepanaigbefdSPB would typically be dose
underestimations to OARs that lie just outside tieometrical field edge. These
situations can again potentially be very seriougmthe OAR tolerance dose is in fact
transgressed and the dose distribution data deefiett the actual situation. Keeping in
mind that, due to beam fringe dose underestimatiwhthus selection of larger field sizes
during treatment planning, the total underestinmabeneath the jaws can be an additive

effect.

The result of dose discrepancies underneath the gaw also be attributed to the fact that
both the pencil beam models do not take extra-foadibtion into account as it does not
explicitly simulate scattered radiation from th&vgaand the flattening filter. The pencil
beam algorithm calculates the dose outside thd @lak to phantom scatter only. Storchi
et aP have stated discrepancies up to 3% outside thedtedepths of 1.5 cm for a 6 MV
beam and the error becomes less at deeper dephs the fact that the effective source
of the scattered photon is lower than the normablg$oand is more diffuse. The mean
energy of the scattered radiation is also lowen tih@ mean energy of the beam and thus

the contribution at greater depths outside thel fo’dcomes rapidly smaller.
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The 15 MV SPB and DPB discrepancies underneathathe are very similar to the 6
MV discrepancies. Small field analyses show theesamands in decreased deviations
with off-axis distance and increased depth. Thedie seen for all fields from the 2x2 to
10x10 cni data. RW, tends to be larger for the SPB algorithm compaoettie MC and
DPB data due to the wider penumbra of 1-2 mm. Tikerepancies underneath the jaws
are however smaller than those found in the 6 Md @aalyses. Intermediate field sizes
from 10x10 crf and larger show differences in dose relative ®déntral axis dose of
3% for the SPB and 1-2% for the DPB. Considering thriance on the MC data, the
DPB discrepancies for small and intermediate fsehgs are not really discernable. Large
field size data from 15x15 c¢nand bigger show discrepancies of 5% underneatfathe
for the SPB and 1-2% for the DPB. As the beam sizeeases, the beam fringe in
contrast to dose underneath the jaws and espeémllthe SPB which has the largest

discrepancies, improves along with the width ofgeaumbra.

The blocked fields were also evaluated with theeda as mentioned for the open fields.
The intermediate sized 6 MV spine blocked fieldeveld some large discrepancies
underneath the blocked region. The SPB analysasduwip with 18% overestimations of
dose underneath the block for the profiles at.dThese values decrease slightly to 17
and 16% at 5 and 10cm depth. Considering that kpords, eyes, optical chiasms, and
other shallow situated OARs are found between 1 Gmdn depths, the dose to these
organs can thus be overestimated by the SPB. Tivid3 found to be worse for these

situations with more than 20% discrepancies forsidmme block setup. The beam fringes
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and penumbras at the open-block interface weredfdarbe slightly wider for the SPB
than MC data and 2-3 mm for the DPB. Similar resstdt the fringes were found for half
blocked intermediate and large field sizes for 6 ,NbUt the dose underneath the blocks
were much more accurate and differences were sohguishable within the variance of
the MC dose data. Large spine blocked fields skownilar results as those of
intermediate field sizes for the SPB which was eatdd here, being reported be more
accurate than the DPB. Dose underneath the blo&ks wverestimated by the SPB
resulting in wider beam fringes and penumbras. €stenation of the dose was in the
order of 10% underneath the block and a slight ees in this error is found with
increasing depth, mostly because the MC dose ifiegfutowards the surface due to
scatter from the open part of the beam, and nottduscatter modeling of the SPB
algorithm. On the dose profile graphs for blockieddf it might seem that there are large
deviations in the penumbra regions on the beamsegsveen the MC and TPS data, but
these regions were not analyzed for the blockdddfiand thus their voxel sizes in those
regions were large compared to the block penumbathat simulation speed could be

increased.

For the 15 MV intermediate half blocked field sthe SPB and DPB algorithms show
similar results compared to the MC data. Both devizy just less than 2% underneath
the blocked region. The blocked penumbra is lafgethe TPS algorithms than for the
MC penumbra. This is attributable to the fact that pencil beam algorithms calculate an
overestimated scatter or lateral fluence contrdyutdue to the usage of the field intensity

functions that changes in this region rather théowndary profile forcing the penumbra.
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Also, the block is situated closer to the watermban in the MC simulation than the
changed intensity distribution backprojected totdrget for the pencil beam algorithms.
The closer the block is to the water phantom, tharger the penumbra due to the
radiation source size and beam divergence. Agampé&mumbra regions on the outer field
edges are not addressed here due to the larger siage used for increased simulation

speed.

The spinal block for intermediate sized 15 MV frelshowed penumbras wider by 2-3
mm in the open-block interface. Similar to the 6M¥sults, the dose is largely

overestimated underneath the blocks by the TPS.b€aen fringe is also overestimated
by the pencil beam algorithms with the DPB beingslaccurate than the SPB. Errors
seem to slightly decrease with depth. Dose diffeesrunderneath the blocks were 12.6%

for the DPB and 8% for the SPB algorithm.

The results for large spine and half blocked fielti$5 MV beams were found to be very
similar to the intermediate sized fields. Overhk ISPB seemed to perform consistently
with more accuracy than the DPB algorithm. Erragsrdased with depth in the phantom
in a similar way as the 6 MV data due to more phentscatter dose calculated

underneath the blocks with the MC method.

Storchi et al have tested the SPB and DPB algorithms for a numibepen and blocked

photon field profiles in a water phantom, measusgtt ionization chambers. For small

field sizes diodes were used as they have betssiuton. They have stated that the
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discrepancies between measured and calculatedegrdfave not exceeded 2% in the
open part of the fields and 2 mm in isodose shithe penumbra regions. However, they
have found that the discrepancy exceeds 2% outised&eld for depths smaller than 10

cm.

The DPB algorithm utilizes the intensity functioonwolved with a full scatter kernel and
boundary kernel, while these are transformed tokameel for the SPB algorithm. Only
the field intensity function considers the fluermfethe open region, while scatter and
boundary kernels were calculated for open symmdields. The use of these kernels
could lead to an explanation for the discrepaniciedose underneath blocks and close to
the penumbra of the open-block interface. No ebecttontamination from the blocks,
block scatter or scattered dose contribution froendpen part of the fields is considered

in such a method (although it is known that scattefose contributions are quite low).

Another important aspect is that boundary proffi@sboth algorithms are determined
from jaw positions of open symmetric fields. Bldatundary profiles use these same jaw
boundary profiles. When evaluating the MC blockedfifes, one realizes that the block
position during the BEAMnrc simulation is much &@odo the DOSXYZnrc phantom
than the jaws. This is not considered by the twocpeeam algorithms and they only
consider the boundary profiles for the jaws aloridp wansmission factors for the blocks.
Thus the pencil beam algorithms cannot reproduesstiarp penumbra of the blocks due
to consideration of the x-ray source size, block §$hantom SSD and beam divergence.

Due to the fact that the spinal block is quite tlarsmall overestimation of the penumbra
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in the open-block interface will lead to large ce&rmations of dose underneath the

blocks.

Storchi et al have also shown that the single pencil beam ahgoris much better than

the double pencil beam algorithm and this is evideom their measurements and
calculations of large asymmetric fields. They sthi@ the extra-focal radiation outside
the field seems to be dependant on the jaw poségrfrom their results in testing the
algorithm, the contribution is less underneathva j@ar the CAX than one displaced far

from it and the calculation also takes the phanseatter into account.

The verification of their SPB algorithm in a wagdrantom for smaller field sizes (2x2
and 3x3 crf) showed some discrepancies, especially in the mbrairegion. They do
refer to the fact that the instruments used to oreathe data play an important role in the
measurement results. This fact, however, can bestigated if MC simulations are used
to generate input datasets as the resolution ofdkels in these penumbral areas can be
set to increase the accuracy (resolution) of tludilpr They state that a detector with a
resolution of better than 0.25 cm might improve fitd¢o the measured data. This was
tested with MC simulations where voxel dimensionghe high dose gradient regions
were set smaller than 0.25 cm. The higher resaiudid improve the fitting of the inner
part of the profile before the large dose gradi@minge near the penumbra, and the

calculation of the boundary kernel seemed to beeraocurate.
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Further evaluation of the model by them includecegularly shaped fields where
cerrobend blocks were used to evaluate the cailool@nd influence of the boundary
kernel. They also found the dose underneath the [@ing underestimated. The lack of
extra focal radiation not included in the calcuatiwas prominent here again. They
stated that the same effect leads to underestimatithe dose under a block in the center
of a field and the discrepancy gets smaller atlgefarger than 10 cm. However, in their
study the block width was much larger than the wsed in this study and thus the lack of
extra focal radiation as a reason for the discreleanmay form only a part of the

explanation for this phenomenon.

The consequences of these discrepancies couldhimaatized as follows:

Wider penumbra and RMy — Better coverage of the PTV is found during tmesxit
planning leading to marginal underdosage of theotukiuring treatment. Treatment

margins should thus be considered carefully.

Beam fringe underdosage — The SPB algorithm wdune larger field sizes for PTV
coverage when compared to the DPB and MC data. ddusd result in unnecessary

overdosage of nearby OARs

d4 dose underestimation — The SPB algorithm will cal®idoses to the OARs outside

the geometrical field that are lower than will adty be received. The potential for

transgressing dose tolerance is thus a reality. Jiheation is turned around when
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evaluating dose under thin blocks as both algomstishow overestimation of the dose to
shielded areas underneath blocks. Although theiSRibre accurate in this case than the
DPB, dose to OARs will be overestimated leadinglawer total doses that can be

delivered to the PTV because of OAR tolerance.

5.1.4 Transformation of CT based patient models it a format suitable for

DOZXYZnrc

Patient models are constructed from CT slice datee CT images are converted to
relative electron density matrices by the TPS wh#huse of a bi-linear graph relating CT
number and relative electron density for soft ®&sswand high density bone. These
equations are straight line fits to experimentahdaeasured with a suitable phantom that

have inserts with different relative electron déasi

The DOSXYZnrc code requires density of differergsties along with their cross-
sectional PEGS4 data. The IDL program discussexation 4.4 was able to extract CT
numbers from the patient data file and convert themelative electron densities. PEGS4
media of each voxel in the image dataset in thgspbant files were created from this
data. The dimensions of all voxels are specifiethe*.egsphant file along with the outer
dimensions of the dataset. DOSXYZnrc could comlihme radiation beam coordinate

system with the patient CT model as set up in gspleant file for dose calculations.
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EGSnrc contains a code called CT create that canpmbduce *.egsphant file for a set of
CT slices. Both codes allowed for the resizing aeshmpling of CT patient models so
that objects like the CT scanner couch top couléxmuded from the model. This was a
requirement due to the fact that the patient castalefined on the TPS exclude these
objects and are not considered during dose cailonlathe only times these objects were
included in the patient model for DOSXYZnrc simwdas were for the case where the
object was downstream of the patient surface. Raiimmobilization devices were

included in both the TPS and DOSXYZnrc patient niede

Immobilization devices outside the patient outlimere excluded for dose calculations.
The DOSXYZnrc dose calculations were done for ti@uisive patient CT model. Any
dose dicrepancies as a result of this can alscela¢ed to patient outline delineation

differences between DOSXYZnrc and the TPS.

5.1.5. Comparison between the dose distributions Icalated by DOSXYZnrc and

the TPS for the SPB and DPB dose calculation algéhms in combination with the

BATHO and ETAR inhomogeneity correction algorithms

5.1.5.1. Open field percentage depth dose andi@mdia for various clinical cases

In this section the differences between the dokrilzions performed with DOSXYZnrc

and the TPS Batho and ETAR inhomogeneity correaigorithms in combination with
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the SPB and DPB convolution algorithms will be dssed. The focus is mainly on the
SPB algorithm as this is the preferred method dsedlose calculation. According to
previous studies it has superior accuracy compacedhe DPB algorithm and is
recommended by the TPS vendor¥arious field sizes were used and they vary
according to the clinical situation at hand in ea€lhe different plans. The results of
comparisons of the open fields in the clinical sagge mentioned in section 4.6.1, will be

discussed.

5.1.5.1.1. Head and Neck plans

The head and neck cases involved the evaluatio® afid 15 MV dose distributions.
Although 15 MV x-ray beams will seldom be used fbe planning and treatment of
3DCRT head and neck cancers, they were includedhim study for dosimetric
comparison. The evaluation of the head and nec&scesnsisted of single beam dose
distribution comparisons using of PDDs and beamfilpgp as well as 3D dose
distribution analysis that includes dose volumédgsams. The center figure in fig 5.48
shows a CT slice of the patient along with an ialan of the beam angles that were

used to produce the 3D dose distributions.
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Anterior field distributions: 6 MV

SPB Batho SPB ETAR

Anterior field distributions: 6 MV

DPB Batho DPB ETAR

Figure 5.42Comparison of the anterior 6 MV photon beam doséritiutions on a dataset with missing

tissue and inhomogeneity regions. The Monte Cad€)( distribution is shown along with the single
pencil beam (SPB) and double pencil beam (DPB) diisteibution in combination with the Batho and
ETAR inhomogeneity correction algorithms. The arsoillustrate the beam angles that were used to
produce the combined beam dose distributions. Toke line is the position at which PDD curves were

sampled for all cases shown.
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Figure 5.43 shows a set of percentage depth dasescsampled between two points as
indicated by the white broken line on the upper ileiage in figure 5.42. The PDD data
were extracted using a locally developed FORTRAMtn@. The dose distributions in

figure 5.42 were normalized to the dose at.dhowever, the PDDs in figure 5.43 are

normalized to the ICRU reference point (positionthef green star in fig 5.42).

6MV Anterior Field Percentage depth dose
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Figure 5.43Percentage depth dose curves for the dose distritsuin figures 5.42. The MC PDD curve
(black line) has statistical uncertainty within 1%he pink filled circles represent the SPB in comaltion
with the Batho algorithm and the pink broken lihe DPB Batho combination. The blue filled triangles
SPB in combination with the ETAR algorithm, the éloroken line the DPB ETAR combination and the
red filled circle line is the same open field theds used during commissioning in a water equivalent

medium.
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In figure 5.43 the x-ray beam is perturbed by aeseof bone regions. This apparently
leads to hardening of the beam with depth as sedinei more penetrative power of the
beam in the soft tissue region. This dose discrgpanay also be linked with the
normalization dose value of the ICRU reference poirhese beam effects are not
accounted for by the pencil beam algorithms, evancombination with their
heterogeneity correction algorithms and resulta slightly lower dose with depth in the
soft tissue regions and particularly after thecavity. Increasing discrepancies can be
noticed with an increase in depth. MC shows a pnemt increase in the absorbed dose
after the air cavity since no beam absorption tgase here. Thus the fluence is higher
leading to higher absorbed dose after the air gaVite DPB and SPB algorithms do not

account for this.

In the first bone region (jaw), the DPB algorithmeerestimate the dose absorbed by the
higher density bone, while the SPB Batho combimasbhows a reduced absorbed dose
calculation. The deviations are in the order of 48gerestimation and 10%
underestimation in this region compared to MC. Jadront of the bone region there
seems to be small increase in dose as shown byithewhich can be a result of
backscatter from the higher density bone. Oncebdan passes through the bone and
reaches the soft tissue, the MC curve has slighipher dose values than the
commissioning data which may be attributed to stot@@m hardening in the jaw. The
SPB batho combination overestimates the dose aritiance to the soft tissue region by
approximately 4%. This can be due to a power lawection factor larger than 1. The

ETAR algorithm in combination with both pencil begd®B) algorithms underestimates
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the dose in this soft tissue region due to an otenation of the absorption of primary

photons in the bone region.

As the depth increases until the oral cavity inti@uth is found, the MC curve shows a
sudden drop to zero dose inside the air cavitys @ose in air was set to zero during the
DOSXYZnrc simulation. The SPB Batho combinationiagavershoots in this air filled
region. The ETAR algorithm in combination with tR& algorithms and the Batho in
combination with the DPB algorithm acts as if thegion is near water equivalent and
shows little deviation from the commissioning d&ayond the air cavity, the MC curve
shows a re-buildup of dose in the spinal columnnéof the combinations of the other
algorithms realized the re-buildup of dose in ttegion. The SPB Batho combination
largely underestimates the dose absorbed in thismeMC shows a small dose peak in
the first centimeter or so of thé®oft tissue region. This is possibly due to scatte
photons in the head that enhances the dose gtdhnson the PDD profile axis and the
shape of the vertebrae. The ETAR PB algorithmovolthe water curve from here on,
while the SPB Batho combination shows an increasgose when the final bone region
is reached. In this region the MC curve again shawsse in the absorbed dose with a
further dose increase once soft tissue is reaahdte third soft tissue region. This is
possibly due to cumulative beam hardening and rmpareary photons reaching these

regions due to less absorption in the oral cawtygared to the other algorithm models.

The dose distribution in the"2soft tissue region falls over the spinal colummd an

brainstem. It is clearly seen that the PB algorghall underestimate the dose to this
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highly sensitive critical organ which may lead targysis if the tolerance dose is
transgressed in such a treatment plan. Deviatiang fvom 5 to almost 15% local dose

for the SPB Batho and SPB ETAR respectively.

In-between the jaw and oral cavity, where the tumolume is found, the dose is
underestimated by the SPB ETAR combination by 8 &, while the Batho algorithm
combinations underestimate the dose by 4-5%. NérkbeoTPS algorithms account for
the loss of dose just in front of the air cavithig is potentially a very serious deviation
as the dose to tumors in close proximity decreasea® electrons are backscattered from
the cavity. Underdosage can thus be found, espeaialower energies and may result in
tumor recurrence. Difference in the MU calculati@me 7% too high for the ETAR SPB
combination, 6% too high for both DPB combinatiocarsd 3% for the SPB Batho
combination. These MUs are compared to the MUsireduo reach a certain dose at the

ICRU point using the MC isodose data.
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Right Lateral Oblique field distributions: 6 MV

SPB Batho SPB ETAR

Right Lateral Oblique field distributions: 6MV

DPB Batho DPB ETAR

Figure 5.44Comparison of the right lateral oblique 6 MV photosam MC distribution, the SPB and

DPB dose distributions in combination with the Batind ETAR inhomogeneity correction algorithms.

Figure 5.44 shows the dose distributions of thétrigteral oblique fields having one
beam edge passing right along the skin surfacehef gatient. It is expected that
secondary electron scatter from inside the skifasarto outside the patient would lead

to a decrease in the dose close to the skin surfacan be seen that the MC isodose

242



lines, especially the 70% and 80% isodose linegjsdo curve inward leading to lower
doses close the skin surface. In comparison, thalg&ithms assume water equivalent
media during the convolution process and the Bathorithm does not consider lateral
extent of inhomogeneities which lead to higher dosed incorrect scatter modeling in

regions close to the skin surface.

The effect of the oral cavity is seen in a simieay as in the anterior field dose
distributions. As no absorption takes place in ¢heity, the x-ray fluence reaching the
tissue downstream of the air is higher leadingighér absorbed dose values compared to
a situation where no air was involved. The MC ddmsgribution shows this increased
dose downstream of the air cavity and the ETARralgm also accounts for it. Only the
SPB Batho combination corrects for this changduarfce while the DPB Batho fails in

that respect.

The combination of all 7 fields (see figure 5.4 toenter) leads to a distribution as
depicted in figure 5.45. The PTV and GTV for thisrpare also shown. DVHs were
calculated for both these volumes and OARs defiimedthe the spinal cord and left
parotid gland. The DVHs are shown in figure 5.4@ are the results of using 6 MV x-

ray beams.
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3D Dose Distribution: sMV

SPB Batho ~ SPBETAR

120%
100%
90%
80%
0%

Figure 5.45Comparison of the dose distributions of all sevearbs for the 6 MV head and neck case.

Dose volume histograms could be calculated frond#imeated GTV (yellow) and PTV (blue). The OARs
were not delineated on these images for claritisodfose lines. The ICRU reference point is indiddig

the green star.

The DVH was used to calculate the equivalent umfatlose (EUD) for each of the
volumes. A total dose of 70 Gy was prescribed ®RRV, 84 Gy to the GTV (integrated

boost) and the tolerance doses as shown in table 5.
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6MV Head and Neck Dose Volume Histogram
PTV Prescribed Dose
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Figure 5.46Dose volume histograms of the GTV (filled circleB)[V (solid lines), spinal cord (broken

lines) and right parotid gland (filled triangle tvibroken line) for the MC (black) and SPB in conation

with the Batho (pink) and ETAR (blue) algorithmstive head and neck case.

Table 5.5 Summary of the seven field 3D dose distributionsttie 6 MV head and neck case in terms of

EUD values. Prescribed and tolerance doses aresajgaied.

Volume Prescribed dose Tolerance dose TD(5/5) EUD*
(Gy) (Gy) (Gy)
MC | Batho| ETAR
GTV 84.0 83.7| 875 879
PTV 70.0 70.7| 75.3] 76.0
Spine 46.0 16.1 165 154
Parotid 45.0 18.2] 26.4 26.

* Survival Fractions were chosen as 0.55 for th&/@dse per fraction of 2.4 Gy, and 0.6 for the ottrgans and volumes.
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Although the EUD values are within the tolerance tfite OARSs, the spinal cord has a
serial functional sub unit architecture. This metirad when one of the groups of cells in
this organ is eradicated the whole organ loses$uitstion. One must rather report the
maximum dose to the spinal cord. In this casentagimum doses were 44.9 Gy for the
MC distribution, 51.4 Gy and 53.2 Gy for the Batlnod ETAR algorithms respectively.
If the maximum dose were used as a dose limitiegpfathen according to the TPS the
dose to the tumor would have been lowered by 5-7Btctw might be clinically

significant. According to the MC data this dose waihin the tolerance limit.

The same procedure was followed in analyzing th&1¥5dose distribution. Figure 5.47
shows the anterior field dose distribution consgstof data for the SPB and DPB in
combination with the two inhomogeneity correctidgagithms. It was found that there
are virtually no differences between the SPB andBDdbse distributions. Small
differences between the Batho and ETAR methods eomapto the MC data exist. The
dose is underestimated in the tumor region anddtz effect of reduced absorption in
the oral cavity is not well modeled by the PB aithons. This leads to a higher spinal
dose as shown by the MC distribution. The doseherpatient’s cheeks, close to the skin
surface, is also lower in the MC calculated disttitn. This is due to electronic
disequilibrium not considered by the PB convoluti@echnique and by either of the
inhomogeneity corrections. Some dose buildup dusatitkscatter is found in front of all

the bone regions and is not addressed by the Rigithlos.
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Anterior field distribution: 15MV
SPB Batho SPB ETAR

Anterior field distribution: 15MV

DPB Batho

Figure 5.47Comparison of the anterior 15 MV photon beam MGritistion and the SPB and DPB dose

distributions in combination with the Batho and ER /homogeneity correction algorithms.
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Right Lateral Oblique Field Distributions: 15MV

SPB Batho SPB ETAR

Figure 5.48Comparison of the anterior 15 MV photon beam MG@ritistion and the SPB and DPB dose

distributions in combination with the Batho and BERAinhomogeneity correction algorithms.
3D Dose Distributions: 15MV

SPB Batho SPB ETAR

Figure 5.49Comparison of the dose distributions of all sevearbs for the 15 MV head and neck case.

Dose volume histograms could be calculated frond#meated GTV (yellow) and PTV (blue). OARs are

not delineated not these images for clarity of asadlines.
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The effect of lateral scatter in a situation wheletronic equilibrium exists is illustrated
in figure 5.48 for 15 MV x-rays. The effect of tbeal cavity causes more penetration in
the 15 MV x-ray beam that is not modeled by the T™®Se calculation algorithms. A
secondary smaller cavity causes penumbra widehiigg also not modeled by the TPS.

The effect is however small.

Figure 5.49. shows the total dose distribution eessalt of the combination of the 7 fields
for the 15 MV case. On evaluation of the volumesated near the left and right cheek
one can see that the TPS dose fit the volumesissitbe. The MC data clearly indicates
that these structures are not fully covered in seohthe delivered dose. The dose is
overestimated by the PB algorithms on this paric@T image as shown in the DVHs

for the 3D dose dataset in figure 5.50.
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15MV H+N Dose Volume Histogram
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Figure 5.50The DVH of the GTV (filled circles), PTV (solid las), spinal cord (broken lines) and right

parotid gland (filled triangle with broken line)rfthe MC (black) and SPB in combination with thettiza

(pink) and ETAR (blue) algorithms in the 7 fielddukand neck case.

The DVH shows similar results to what was foundhe 6 MV case. There are very few
differences between the two inhomogeneity correctizethods, but MC results show
overestimation of dose to all the structures. Tla@eesome regions where the dose to the
spinal column is underestimated by the TPS dugtbsence of the oral cavity upstream
of the spine. These differences seem to be largénd 6 MV case compared to the 15
MV case. Table 5.6 gives a summary of the EUD \saladculated for the seven field 15

MV case.
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Table 5.6.Summary of the seven field EUD values for the 15 M¥ad and neck case 3D dose

distributions in terms of EUD values. Prescribed tolerance doses are also supplied.

Volume Prescribed dose Tolerance dose TD(5/5) EUD*
(Gy) (Gy) (Gy)
MC | Batho| ETAR
GTV 84.0 82.6| 86.1 91
PTV 70.0 67.9] 721 725
Spine 46.0 16.5 158 15.4
Parotid 45.0 18.2] 263 259

* Survival Fractions were chosen as 0.55 for th&/@®se per fraction of 2.4 Gy, and 0.6 for the othrgans and volumes.

According to the results in tables 5.5 and 5.6,RBealgorithms overestimate the dose for
the head and neck cases in the PTV and GTV. Thebk&ed DVHs show that the dose
distributions in the delineated regions are acyuaiuch less uniform than what was
predicted by the TPS according to the EUD calcoiatiThe following assumptions were
made: Survival fractions were set to 0.55 assadiat¢h the tumor type and 0.6 for the
OARs. The dose per fraction was set at 2.4 GyHerGTV and 2 Gy for the PTV. For
the 6MV case this leads to an overestimation @l tdbvse to the GTV of 3.5 and 3.9 Gy
for the SPB Batho and ETAR algorithms respectiveljhis is equivalent to
approximately 1.5 fractions of treatment that wiht be delivered according to TPS
results. The PTV dose showed even larger discrégmiwading to approximately 2.5 to
3 fractions of dose equivalent actually given ldsn was planned. The results for the
15MV plan were similar; dose equivalent fractionsravless by 1 to 3 factions for the
GTV and 1 to 2.5 fractions for the PTV in the SP&t® and ETAR cases respectively.

From the 15 MV DVH data the maximum spinal dose weamd to be 45.5Gy for MC,
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53.1 Gy Batho and 52.8 Gy ETAR. This means that gpmal cord dose is again
overestimated meaning that lower doses need taves ¢go the tumor volumes due to
overestimated spinal cord dose when compared taviiedose. A higher dose could
have been delivered to the spinal cord leadingigheér PTV and GTV doses. The
implication of these dose discrepancies in theiadinsituation strongly depends on the
tumor stage. The effects of underdosage may naslevident for early stage tumors, but

underdosage of late staged tumors in this way cpoldntially lead to tumor recurrence.

5.1.5.1.2. Breast plans

The breast case involved the evaluation of 6 anM¥5dose distributions. 15 MV x-ray

beams are seldom used for the planning and treatmfer3DCRT breast cancers.
However, it was included for dosimetric comparisémsvaluate dose calculations for
both energies in regions where electronic diselguilim exists. The evaluation of these
two breast cases consisted of single beam dog&digin comparisons through the use

of PDDs and profiles, as well as 3D dose distrdouanalysis.

The evaluation also involved the use of two tanigéfields for the treatment of the left
breast. A paraffin wax bolus was placed on theep#is surface to establish electronic
equilibrium close to the skin surface. The plan deasgised for 6 and 15 MV x-ray beams

at 100 cm SSD. Figure 5.51 shows the dose disioibaif the anterior tangential field for
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the SPB algorithm in combination with the Batho &0AR inhomogeneity correction

algorithms, as well as the MC dose distribution.

Anterior Tangential Field: 6MV
SPB Batho SPB ETAR

Figure 5.51Dose distributions of the anterior tangential fiefdthe breast plan for MC, SPB Batho and

SPB ETAR calculations. The normalization pointaépnesented by the green star.

6MV Anterior Tangential Field Percentage depth dose

Percentage dose
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Figure 5.52Percentage depth dose curves for the anterior mdiagdield dose distributions in figure

5.51. Data is shown for the MC (black line; withtsdtical uncertainty within 1%), SPB Batho combtioa

(pink filled circles) and SPB ETAR combination (glfilled triangles).
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PDD data were generated along the broken line tigpmn the left image in figure 5.51
for all three dose distributions. The normalizatpmint in the figure was selected to be at
dmax Of the 6 MV beam. The PDD curves are displayedignre 5.52 and were re-
normalized to 5 cm depth inside the breast tissuthat is the depth at which the tumor

and the ICRU reference point is found.

For the same dose at the ICRU reference pointT Bte calculates 3% too few MUs for
the ETAR distribution and 3% too many MUs for thati® distribution, which is

acceptable given the variance on the MC data b&fitige order of 1%. Dose differences
on the ray line are generally within 2-3%, excepthe buildup region. According to the
distance to agreement criteria the discrepanciesbaand 3 mm respectively for the
ETAR and Batho dose values. Only the dose @gix dhows deviations of 3%

overestimation (Batho) and 3% underestimation (EY&Rhe first soft tissue region.

Larger deviations are found where a small regiofung is intercepted by the line. MC
shows a dose deficit because of a loss of latdeatrenic equilibrium from the lung

volume irradiated by the beam. The MC dose valuekfyudrops by 12% here. Changes
in the ETAR and Batho values in this lung regior aregligible. Once electronic
equilibrium is re-established, the MC curve showsrall buildup region, but the Batho
algorithm totally overestimates this re-buildup doealculation of too large a correction
factor. This overestimated correction factor isleggpover approximately 2 centimeters

in depth.
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In the second soft tissue region the SPB Batho nestienates the dose by up to 10%,
increasing to a local difference of 15% at 6 ceetamns from the exit skin surface. The
implications in a fully planned tangential field sodistribution for breast treatment are
that the opposing field could “compensate” for tkisviation and depending on the
normalization point selection, could lead to apmately 7% underdosage in the lateral

part of the breast in the final plan.

The ETAR PDD deviates less from the MC data urgihSrom the exit surface. Local
deviations in this region reach 13% for a singleldii These deviations require that
normalization and dose prescription points be célsetelected. These points should be
selected in a region where dose uniformity is foand not in high or low density regions
where dose calculation algorithms may have lardgutaion errors. If the normalization
is done in a region where the errors are quiteelattoe rest of the dose distribution will

be affected accordingly.

The deviation of the two TPS algorithms at depthgreater than 20 cm on the PDD
graph is mainly attributable to increased dose rdmution from the primary photon
fluence only partially attenuated in the lung tesdeading to more primary photons on
the side of the field where more homogeneous btesssie is found (second soft tissue
region). This is not considered by the PB algorghifhese enhanced dose effects can be

seen from the more penetrative MC isodose lindigjure 5.51 after the lung region.
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Neither the pencil beam convolution applied witle tBatho nor the ETAR correction
algorithm makes any correction for the increasedtqh and secondary electron
pathlengths in low density lung tissue. They caimotlel the widened penumbra trend in
lung tissue as seen in the MC dose distributions T& even more evident from the
combined effect of two tangential fields shownigufe 5.53. The accompanying DVHs

are displayed in figure 5.54.

Tangential Field 3D Dose Distribution: 6MV W
SPB Batho SPB ETAR
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Figure 5.53Comparison of the dose distributions from two oppggangential fields for the 6 MV

breast case. Dose volume histograms were calculatedthe delineated tumor region and the OARs (not

delineated on these images for clarity of isodoses).
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6MV Breast Dose Volume Histogram

PTV Prescribed Dose
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Figure 5.54Dose volume histogram of the PTV, left lung, heartl right lung for the MC and SPB in

combination with the Batho and ETAR algorithmshe 6MV breast case.

Tangential Field 3D Dose Distribution: 6MV Blocked

SPB Batho SPB ETAR

Figure 5.55Comparison of the dose distributions from both ipliyt blocked tangential fields for the 6

MV breast case. Dose volume histograms were catmliiom this data. The ICRU reference point was

situated on a different CT slice.
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For the opposing tangential field plan shieldingdils were also added to evaluate the
dosimetric effects of partially blocked fields. Thedt lung was shielded from primary
radiation in this way. The block shape is showrfigure 5.3. Dose distributions are

shown in figure 5.55 and the DVH for the differsiuctures are shown in figure 5.56.

6MV Blocked Breast Dose Volume Histogram
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Figure 5.56D0se volume histograms of the PTV, left lung andrhéor the MC and SPB in combination

with the Batho and ETAR algorithms in the 6 MV bted field breast case.

Evaluation of the DVH for the blocked fields showmt the blocks had the desired
effects of reducing OAR dose. The magnitude ofdtierences between MC and TPS

calculated dose seems to be relatively similar batwvas found in the open beam case.
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When comparing the dose distributions one can se&er penumbra in the left lung.
The larger beam fringeddp.o9) at the open-block interface leads to SPB dose
underestimation in the volume of lung. The PB atpgarn also largely underestimates the
dose in the open part of the beam traversing thelwdus. This is a combined effect of
block boundary modeling and electronic disequilibri The dose in the PTV is
underestimated by the Batho and ETAR algorithmgamparison with the MC data.

Both PB combination algorithms correctly calculateeduction in OAR dose.

Similar effects can be seen in the partially black® MV breast case. Due to the longer
electron range in low density lung for 15 MV beathes 90% isodose line pulls towards
the denser breast tissue. As the distance inttutigeincreases, the isodose lines start to
bulge outward leading to widening of the penuml#gain the PB algorithm fails to
account for these phenomena.

Tangential Field 3D Dose Distribution: 15MV Blocked

SPB Batho SPB ETAR

Figure 5.57Comparison of the dose distributions from both kémtopposing tangential fields for the 15

MV breast case. Dose volume histograms were caémlifsom this data. The ICRU reference point was

situated on a different CT slice.
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Table 5.7.Summary of the EUD values for the 6 MV breast caBedose distributions for both

tangential fields. Prescribed and tolerance doseswapplied along with the calculated equivalenfonm

dose (EUD) and maximum doses for each volume.

Volume | Prescribed Tolerance EUD* Maximum dose
dose dose TD(5/5) (Gy) (Gy)
(Gy) (Gy)
MC | Batho| ETAR | MC | Batho| ETAR
R Lung 30 1.3 1.0 1.0| 442405 | 40.7
L Lung 30 9 7.5 78| 52.054.1| 5138
Heart 40 6.3 5.3 5.3| 48/446.9 | 46.1
PTV 50 49.8 50.3 | 50.0| 55.6 57.8 | 58.0

* Survival Fractions were chosen as 0.6 for the RIbge per fraction of 2 Gy, and 0.6 for the othgaas and volumes.

Table 5.8.Summary of the EUD values for the 15 MV breast c@8Bedose distributions for both

tangential fields. Prescribed and tolerance doseswapplied along with the calculated equivalenfonm

dose (EUD) and maximum doses for each volume.

Volume | Prescribed Tolerance EUD* Maximum dose
dose dose TD(5/5) (Gy) (Gy)
(Gy) (Gy)
MC | Batho| ETAR | MC | Batho| ETAR
R Lung 30 1.3 0.8 0.8| 44/042.0 | 429
L Lung 30 9.0 7.5 75| 533513 | 523
Heart 40 6.0 5.0 5.0 49|5475 | 484
PTV 50 49.5 498 | 49.8| 544 546 | 55.0

* Survival Fractions were chosen as 0.6 for the RIbge per fraction of 2 Gy, and 0.6 for the othgaas and volumes.
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The data from tables 5.7 and 5.8 support the fadtthe 6 MV dose distribution is more
heterogeneous than the 15 MV case because ofigidyslarger deviations of maximum
dose from the EUD. E.g. for ETAR the differencé®s Gy maximum dose compared to
49.8 Gy EUD. At 6 MV this changes to 58 Gy agabtGy EUD. These deviations are
smaller in the 15MV case. Although the EUDs for @&Rs are similar, one can see that
they receive higher dose in some regions whereldise maximum far exceeds the EUD
value. This is good motivation for not relying ongle EUD values, or even 2D DVH
data. But one must also consider the 3D dose hiligioin in combination with these

evaluation tools in treatment planning.

The effect of missing tissue on the dose at theeramt region of the breast was
investigated by planning the treatment of the righeast without any bolus material.
Figure 5.58 shows the distributions for all TPS &M@ calculation methods for two

opposing tangential fields.

Tangential Field 3D Dose Distribution: 6MV no bolus

SPB Batho SPB ETAR

T —— I

Figure 5.58Comparison of 6 MV 3D dose distributions of thehtipreast without wax bolus consisting

of the same field sizes as the left breast case ICRU reference point is indicated by the grean st
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It is clear from figure 5.58 that the missing tisggeometry results in lower doses to the
first few millimeters of the bolus free anteriorebst tissue. The pencil beam convolution
model cannot account for this as the scatter keragld boundary functions are
determined in water equivalent media and the cafedl penumbras are based on these
parameters. The Batho inhomogeneity correction rifgon does not consider lateral
inhomogneities and utilizes only a forward calcglatoy assuming a heterogeneous slab.
Compared to the ETAR dose one can see very feverdiftes. The position of
heterogeneities is considered by the ETAR methatlthe use of an equivalent “scatter
generating slice” for slice-by-slice dose calcwdatidoes not prove to be successful

enough as the results are found to be similared#étho method.

However, considering the total volume encompasseth® 100% isodose line, the SPB
in combination with the Batho and ETAR correctiomgerestimates it as well as the

110% isodose volume. This causes an overestimafitdre absorbed dose to the PTV.

5.1.5.1.3. Lung plans

The lung plans were based on the same CT dataget#ls used for the breast case. Both

6 and 15 MV plans were constructed consisting af bgams that intersect in the lung.

The evaluation of the two cases consisted of sibghan dose distribution comparisons

with PDDs, as well as 3D dose distribution analyses
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The treatment plan consisted of an anterior aretdabblique isocentric field setup. The
beams intersected at the PTV located inside theg.Idme normalization point was
selected in the center of the PTV. The combineck abstributions from the two fields

are shown in figure 5.59 and 5.62 for 6MV and 15 kM¥pectively.

Two Field 3D Dose Distribution: 6MV

SPB Batho SPB ETAR

Figure 5.59Comparison of 6 MV dose distributions of the lurase. The ICRU reference point is

located in the center of the PTV.

A PDD was generated along a line through the beasncd the anterior field for all three

distributions. A profile was also generated in teater of the PTV for this field. The
normalization point for both these dose profilessved the ICRU reference point. The
PDD and Profiles are shown in figures 5.60 and Be8pectively. From figure 5.60 it is
seen that the MUs differ markedly between MC arelRIB combinations for this field.

The Batho algorithm underestimates the absolute ttoshe normalization point by 7%,
while the ETAR algorithm underestimates the dosel b6, leading to a calculation of

7% and 17% too many MUs for the two algorithms eesipely.
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Figure 5.60Percentage depth dose curves for the 6 MV latéstidjee field dose distributions in figure

5.59. The dose is normalized to the ICRU refergruint in the center of the PTV.

Relative to the dose normalization point the dogierénces in the buildup region are
within 2 mm until a depth of more than 6mm where MC PDD increases rapidly. Here
the ETAR dose starts to reach thgs,doosition. This underestimation of dose at the
normalization point is due to the reduced photosogfition inside the lung not being
modeled correctly by the pencil beam in combinatiath the ETAR and Batho methods.
The ETAR algorithm overestimates the lung dose aadmalization inside the lung
causes the large discrepancies in the buildup me@ibe Batho method follows nearly the

same trend as the ETAR method. The correction fazatculated in the lung region
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should be smaller than 1 as a result of reducedophabsorption, but the algorithm
incorrectly calculates an increase in absorptiost fand then shows reduction in dose
inside the PTV. Because of this first calculatedr@ase the dose in the low density PTV
is still overestimated by the Batho algorithm. Tk profile shows an immediate
decrease in absorbed dose inside the lung requiiorg MUs than the PB algorithms to

obtain the prescribed dose at the ICRU referena#.po

As the beam exits the PTV it passes through sonre taag tissue until the large blood
vessels, oesophagus and spinal column is reacheta buildup region is found here
where the increased photon fluence is absorbegkimigher density media. Both the PB
algorithms do not show any change in dose herethadBatho algorithm shows a
decrease in dose a few centimeters downstreamhéAETAR method uses a coalesced
scatter CT slice for dose calculations, its in&pito handle sharp changes in density
correctly can probably be explained by the fact theh a coalesced scatter slice is more
of an averaging effect of various densities leadm@ loss of explicit density change

considerations at inhomogeneity interfaces.

In the second soft tissue region the Batho methagichlly shows dose increases and

decreases in direct contrast to the MC data, nagulin a regular variation of

discrepancies with depth.
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The profile data in figure 5.61 emphasizes the latkcatter modeling in low density
media in the penumbra regions as the dose outsed@eld is underestimated by the PB

algorithms.

6MV Anterior Field Profile
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Figure 5.61Dose profiles for the 6 MV anterior field dose distions in figure 5.59. The dose is

normalized to the ICRU reference point in the ceofethe PTV. The position of the ray line where th

profile was sampled is shown by the white brokae In the center image of figure 5.59.
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Lateral Oblique Field Dose Distribution: 15MV
SPBE Batho SPB ETAR

3D Dose Distributions: 15MV

SPB Batho SPB ETAR

¥

Small Lateral Oblique Field Dose Distribution: 15MV

MC SPEB Batho SPB ETAR

Figure 5.62Comparison of 15 MV 3D dose distributions of thedwcase. The ICRU reference point is

located in the center of the PTV for the two bedampSingle field dose distributions were normalize

dmax-
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The dose distributions for the 15 MV case are showRigure 5.62 and they include the
lateral oblique field distribution, the total dogsem the two beams and a distribution of a
single 2x2 crf field. The small field shows the emphasized pemambidening not
considered by the PB algorithms and is appropeaidence to recommend that small
fields should not be used to plan dose distribstidar lung tumors, unless MC

algorithms are available.

Due to normalization in the low density PTV the Migcrepancy for the 15 MV lateral
obligue beam is 28% for the Batho algorithm and 388 the ETAR. These
discrepancies are seen in figure 5.63. For theenigimergy beams through lung, the
discrepancies in the Batho and ETAR data are laagdrhoth methods show almost total
disregard for the changes in absorbed dose inetfiens set out in figure 5.63. The MC
data shows a dose reduction in lung, a dose buildupie 2¢ soft tissue region, an
increase in the absorption of photons in the higlegrsity spinal column and a reduction
of photon absorption in the adjacent lung regiagufe 5.63 includes the PDD of the 2x2
cm’ showing that larger dose discrepancies are foondraller fields in lung for 15
MV. The variation of the PB algorithms on the snfedld data is a result of the 160x112
dose matrix expansion in combination with the ladyese gradient changes of small

fields at obliqgue angles to the dose grid.

The DVHs of the 6 and 15 MV two field plans are whan figure 5.64. The MC dose

distribution is seen to be more heterogeneoustti@PB distributions, leading to a lower

EUD value in table 5.9.
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Figure 5.63Percentage depth dose curves for the 15 MV 4x3lateral oblique field dose distributions

and a 2x2 crfield (represented by the broken lines) from fig6r62. The dose is normalized to the ICRU

reference point in the center of the PTV.
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6MV and 15MV Lung Dose Volume Histogram
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Figure 5.64DVH of the PTV for the MC and SPB in combinatiortiwthe Batho and ETAR algorithms

in the 6 MV and 15 MV lung cases. The solid linepresent the 6 MV data and the broken lines the 15

MV data.
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Table 5.9Summary of the 6 and 15 MV lung case 3D dose Udisioins EUD values. Prescribed doses

are supplied along with the calculated equivalerfioum dose (EUD) for each volume.

Volume Prescribed EUD*
dose (Gy)
(Gy)
MC | Batho| ETAR
6MV PTV 60 50.1 63.3 | 63.3
15MV PTV 60 50.1 62.1 62.4

* Survival Fractions were chosen as 0.55 for th¥ E@se per fraction of 2 Gy.

According to table 5.9, the PB algorithms overeatarthe dose to the PTV compared to

MC data. The EUD values show that the actual totalor dose is significantly less than

the dose calculated by the TPS. The overestimai@o high that almost 5 fractions of

2Gy are not actually delivered. The EUD calculagiane based on the assumptions of the

survival fractions, reference dose and clonogersities. Although prognostic factors are

not good for most lung cancer patients treatedhiatihstitute due to the majority being

very late staged cancers, this overestimation sedmuld be linked to the outcomes of

treatments and low TCP.
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5.1.5.1.4. Prostate plans

The prostate case was planned with 5 isocentrid\%eams. The prostate plans usually
contain fewer heterogeneous regions consisting Ilyna$tthe femoral heads and air
cavities in the rectum. The rest of the tissuesuastglly quite uniform and near water
equivalent. The normalization point was selectethecenter of the PTV where the dose
is uniform. Figure 5.65 show the dose distributifnesn the 5 fields for the MC and PB

algorithms and the resultant DVHs are shown inrBgal66.

Five Field 3D Dose Distribution: 15MV
SPB Batho SPB ETAR

Figure 5.65Comparison of 15 MV dose distributions of the patstcase. The ICRU reference point is

located in the center of the PTV for the 5 beann pldne green star indicates the ICRU referencetpoin
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15MV Prostate Dose Volume Histogram
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Figure 5.66Dose volume histogram of the PTV and rectum forMt@ and SPB in combination with the

Batho and ETAR algorithms in the 15 MV prostateecahe solid lines represent the PTV and the broken

lines the rectum data.
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Table 5.10summary of the 15 MV prostate case EUD values.dfitesd doses are supplied along with

the calculated equivalent uniform dose (EUD) fazteaolume.

Volume Tolerance Prescribed dose EUD*
dose TD(5/5) (Gy) (Gy)
(Gy)
MC Batho ETAR
PTV 60.0 60.3 594 594
Rectum 55 7.5 6.9 6.9

* Survival Fractions were chosen as 0.6 for the RIbge per fraction of 3 Gy.

Table 5.10 provides a summary of the dose disiohstin the prostate case. The

prescribed dose calculated with the Batho and E&g&rithms correspond well with the

MC data. The largest deviations are found in tlo¢atelose due to incorrect modeling of

the photon fluence through the air cavity by the &@orithms. As only a small part of

the two lateral obligue and anterior oblique fielelsperience this change in photon

perturbation, the influence of the discrepanciestentotal dose is small. The anterior

field exit dose showed some discrepancies of tderasf 7% for the two PB algorithms,

but the dose in this region is low and discrepanai® small in comparison to the tumor

and OAR dose.

The femoral heads show higher absorbed dose wleeM@ distribution is compared to

the PB algorithms. These discrepancies are 5%h®IETAR and 6% for the Batho at

most, but do not have a significant impact on tivadr dose. The PB algorithms show a

1% lower dose than the MC data, which is withingkaistical variation on the MC dose.
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5.1.5.1.5. Oesophagus plans

The inhomogeneities in oesophagus treatment plansimilar to the ones found in the
lung case, although the ICRU reference point waliskelected in higher density regions in
the oesophagus plan. This has a marked influentkeodiscrepancies found between the
MC calculated dose and the PB combination algosthime plans evaluated in this study
consisted of three isocentric photons fields, amergor and two anterior oblique fields.
The anterior field passed through reasonably laxafe tissue volumes, while the other
two fields passed through large low density luntynees. The ICRU reference point was
selected in the center of the PTV. The dose digiobs for the fields for both energies

are shown in figure 5.67.
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Three Field 3D Dose Distribution: 6MV

SPB ETAR

Three Field 3D Dose Distribution: 15MV
SPB Batho SPB ETAR

Figure 5.67Comparison of 6 and 15 MV 3D dose distributionstitd oesophagus case. The ICRU

reference point is located in the center of the Rdh\both plans.

From both sets of dose distributions it seemstlieePB algorithms overestimate the dose
to the PTV. The overestimation is possibly duendarestimation of the dose re-buildup
region in the first couple of millimeters insideetRTV, being surrounded by low density
lung. On the exit side of the PTV there is alsoussdl backscatter from the lung tissue

leading to reduced dose in this volume. Howeves,dherestimation of dose absorption
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in the lungs by the Batho and ETAR algorithms sé¢erbe counteracted in some way
leading to a larger high dose volume than whaeendor the MC data. The fact that the
field sizes in this case are larger than were deedhe lung case also adds to a more
accurate PB result in the oesophagus case. Lagids fallow electronic equilibrium to
be established in the central part of the bearhpayih discrepancies will still be found
closer to the beam edge as scattered photons ectdogls have longer pathlengths in low

density tissue. The dose distributions are depictede DVH data shown in figures 5.68

and 5.69.
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Figure 5.68DVH of the PTV and lungs for the MC and SPB in camalion with the ETAR algorithm

for 6 MV.
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Table 5.11Summary of the 6 MV oesophagus case EUD valuescRibed and tolerance doses are

supplied along with the calculated equivalent umfalose (EUD) and maximum doses.

Volume Prescribed Tolerance EUD*
dose dose TD(5/5) (Gy)
(Gy) (Gy)
MC ETAR
R Lung 30 10.8 9.6
L Lung 30 10.5 9.0
PTV 60 62.1 61.8

* Survival Fractions were chosen asfor@he PTV dose per fraction of 2 Gy, and 0.6tfa other organs and volumes.

15MV Oesophagus Dose Volume Histogram
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Figure 5.69Dose volume histogram of the PTV, lungs and spit@id for the MC and SPB in

combination with the Batho and ETAR algorithmshe L5 MV oesophagus case.
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Table 5.12Summary of the 15 MV oesophagus case EUD valuesscRbed and tolerance doses are

supplied along with the calculated equivalent umfalose (EUD) and maximum doses.

Volume | Prescribed Tolerance EUD* Maximum dose
dose dose TD(5/5) (Gy) (Gy)
(Gy) (Gy)
MC | Batho| ETAR | MC | Batho| ETAR
R Lung 30 10.5 9.9 9.3
L Lung 30 10.2 99 | 9.6
Spine 50 4.2 3.9 3.9 17{217.2 | 17.2
PTV 60 59.4 61.8 | 61.8

* Survival Fractions were chosen as 0.6 for the Ribge per fraction of 2 Gy, and 0.6 for the otlrgaas and volumes.

Even though it is known and has been shown thattwle PB algorithms have large
discrepancies in dose calculations in low dens#sues like lung, the oesophagus dose
calculation evaluations showed good comparison with MC simulations. The EUD
values for the 6 MV data are almost the same andntbe seen from the DVHSs that the
dose distribution in the PTV is uniform for both M&®d the SPB ETAR combination.
The 15 MV data showed more non-uniformity in thevVPWith some parts of the PTV
receiving more than 10% lower doses than that tatled by the PB algorithms. This is
most probably due to the effect of dose re-buildapthe entrance side of the PTV and
reduced backscatter at the exit side of the PT\& THads to an EUD of more than 2 Gy
less than the TPS calculated dose and is equivtdeahe less fraction. For late stage
tumors a reduction in one fraction of dose couldsiay lead to reduced tumor control

and earlier recurrence in the form of oesophags$rottions.
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5.1.5.1.6. Brain plans

The brain case involved the use of two 6 MV isogerftelds with a large volume PTV
located close to the skin surface. The plan coeisf a lateral and vertex field. The
ICRU reference point, where the dose is normalixeas selected in the center of the
PTV. Analyses of the dose distribution showed a-noeiform dose as only two fields
were used to obtain tumor dose coverage. Figui@ $h@ws a comparison of the MC and

SPB Batho combination dose distributions.

In figure 5.70 the MC dose distribution seems teeheore variance compared to the
images shown in other plans. The reason for thogmt increased variation is due to
the vertex field dose distribution. As the CT slicare 1cm in thickness, a small dose
variation along the beam direction is displaye@ d&rge variation in the transverse plane

of the CT dataset. The variance on these MC dasastibwithin 1%.
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Two Field 3D Dose Distribution: 6MV
SPB Batho

Figure 5.70Comparison of 6 MV dose distributions of the braase. The ICRU reference point is

located in the center of the PTV for both plans &rldcated on a different slice.

The major differences between the two distributiare seen in the first few millimeters
from the lateral side. The PB dose is higher clésehe skin surface as was seen in the
head and neck and breast cases. This leads toegttlwmor coverage if bolus material is
not used to establish electronic equilibrium. Th€ Mistribution also shows higher
absorption in the skull than what is seen in thed®®ribution. As the scull thickness is
only approximately 4 mm, this increased absorptioes not have a major impact on

dose distributions.

Volumes receiving scattered dose are larger irM@ecase (although these are low doses

regions) as was seen in all other cases studi¢deaSPS does not consider extra focal
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radiation and the dose profiles outside the fieklunderestimated. This could be critical
in treatment plans where small radiation sensitrgans are involved as the dose to these
organs will be underestimated by the TPS. Figui Shows the DVHs for the two

distributions.

6MV Brain Dose Volume Histogram
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Figure 5.71Dose volume histogram of the PTV for the MC and SPBombination with the ETAR

algorithm in the 6 MV brain case.

The DVH results show the overestimation of PTV ddse to the overestimation of dose
close to the skin surface. As the outer brim of ¥/ is located just under the skin

surface, this overestimation is clearly pointed muthe MC data. The skin obliquity
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leads to an inward bending of the MC isodose Iwagh is not modeled well by the
ETAR algorithm, adding to the overestimation of éde the PTV. Table 5.13 gives a

summary of the EUDs calculated for the brain case.

Table 5.13Summary of the 6 MV brain case dose distributi®trescribed doses are supplied along with

the calculated equivalent uniform dose (EUD) fazteaolume.

Volume Prescribed EUD*
dose (Gy)
(Gy)
MC | Batho
PTV 60 64.3| 66.1

* Survival Fractions were chosen as 0.55 for th¥ E@se per fraction of 2 Gy.

The EUD calculation confirms the overestimatiordose by the ETAR method, but also
confirms that the dose distribution is non-uniforithe overestimation of dose by the
TPS is equivalent to a reduction in dose by alneost fraction. Such a reduction in this
case is not critical, but for curative treatmeritether tumors where such geometries are
planned, reduced tumor dose could result in renogeor metastatic spread of the

disease.
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Chapter 6

Conclusion

The aim of this study was to evaluate a commet@atment planning system in terms of
dose calculation accuracy against Monte Carlo sitrais. The CadPlan TPS was
evaluated. It uses a combination of convolutionoatgms (they are the Single and
Double pencil beam algorithms) and the Batho and@RETnhomogeneity correction

methods for dose calculation.

In this study it was found that the BEAMnrc MC cockn be used for the generation of
realistic radiation beam specific data. The DOSXKZoode can be used for generation
of commissioning data for any TPS that requiresewphantom dose data for acceptance
testing and commissioning. The combination of ti&SErc codes allows the evaluation
of any dose calculation algorithm in any geometmattcan be replicated in the
DOSXYZnrc code. The evaluation in this study waseldor a one-dimensional
convolution algorithm with inhomogeneity correctsoon the TPS. The same can be
achieved for 2 and 3D convolution/superpositioroatgms. MC is independent of the
TPS dose calculation methodology and is suitableafty comparative study where CT
based patient models is used. The methods usédsistudy resulted in the development
of a database of benchmark dose distributionsdduatbe used for input in any TPS for

evaluation purposes. It is certainly a valuabld foo any radiotherapy unit to evaluate
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TPS dose calculation accuracy or to study individdiects that may not be well known

or frequently seen on TPSs.

The TPS replication of water phantom input beana @athibited some discrepancies in
the SPB model calculated dose distributions. Dgsmneies in dose outside the
geometrical field in terms of the dose at the @drdkis were found to be in the order of
5-8% for the SPB algorithm, along with overestimatof the beam fringe by 2-3 mm.
The discrepancies outside the geometrical fielcaivecsmaller with depth and off axis
distance. These errors in calculated dose couldtriesthe selection of field sizes larger
than necessary and, in combination with the untierason of dose outside the field,

could lead to overdosage of OARs. The DPB provechdwe similar, but smaller

discrepancies.

Dose calculation discrepancies in the TPS evaloatvere found to be larger when
shielding blocks are used in homogeneous watewnalgnt media. Large errors occured
when dose underneath small or thin blocks was tzklt The TPS convolution model
only approximates the modulation of the primaryefloe with an intensity function
convolved with scatter describing kernels. Extraaloand scattered radiation is not
accounted for thus leading to overestimations o$edainderneath the blocks and
underestimations of dose outside the geometrieddl.fiThe DPB showed the largest
discrepancies in the blocked field geometries ofta20% in local difference of dose

overestimation underneath spinal blocks. Theserepsncies tended to be larger for
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6MV beams as a result of more lateral scattertferlower energies than forward scatter

in higher energy beams in the water equivalent omadi

Comparison of dose distributions was possible tiinothhe normalization method which
was similar in both the MC and PB distributions rasommended by international
standards. Dose prescriptions to isodose lines wetrgroblematic because exactly the
same volumes for PTVs and GTVs were used in platyses and volume variability

was thus circumvented. The ICRU guidelines werel ingze.

The evaluation of the TPS included geometries ran@iom uniform water equivalent
phantoms to a whole spectrum of complex treatmkamspand sites. These consisted of a
prostate case and complex geometries like the deddheck and lung cases. The effects
of heterogeneities were studied for large low dgnsggions like lungs and ranged to

high density bone structures like the femoral headsthe spinal column.

In these clinical situations, the TPS algorithmspthyed larger discrepancies in
combination with the inhomogeneity correction aitfons than in a homogeneous
medium. It was found that the Batho inhomogenedyraction algorithm exhibited the

largest discrepancies while the ETAR algorithm dat show such large and frequent
deviations in heterogeneous patient models. Thisseeghancies were found to be largest
in the lung plan, especially because of the locatibthe normalization point in the low

density lung. Normalization in these regions letdgrge discrepancies in dose and MU

calculations as a result of the limitations of B® algorithms. The 15 MV data showed
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that these discrepancies are larger compared to/6adla result of total disregard for

secondary scatter radiation by the TPS convolwligorithms.

The use of the EUD calculations proved to be aulgebl in evaluation of the effects of
the discrepancies in dose calculations of the TIPSwas found that dose is mostly
overestimated by the TPS where low density hetereijes are present. High density
heterogeneities, like the femoral heads in the tptesplan, did not result in large

discrepancies in calculated dose.

The results from this study have shown that lamgerg in dose are associated with 1D
convolutions combined with inhomogeneity correctaigorithms. Other studies have
shown that 2D and 3D convolution/superposition méghes result in similar, though

smaller errors. Table 6.1 provides a summary ofldhgest errors found in this study, as
well as the regions where the differences in MCQwdated and TPS calculated doses

were found.

Although there are different pencil beam (PB) alhons available on commercial
treatment planning systems (chapter 2), many asithave demonstrated similar results
in studying the accuracy of such systems with wvésiaf the pencil beam models and
collapsed cone convolution (CCC) algorithms. Mariyttem have compared PB and
CCC algorithm dose distributions in phantoms andCdndatasets with MC simulations,
TLD-, ionization chamber- and film measurementsm@aritive studies and results will

be discussed here.
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Table 6.1Summary of the largest errors calculated for th& Tese calculations. The associated energy

is shown along with the algorithm employed. Theiogrgwhere these errors were identified is also

provided.
Treatment Expected Energy Algorithm Region Cause of
Plan dose errors discrepancies
10% Soft tissue | Air cavities and
H+ N* overestimation 15 MV ETAR close to cavity| missing tissue
10% Lateral and Missing tissue,
Breast overestimation 6 MV ETAR anterior side of no bolus
breast
33% 2/3 of PTV Low densities,
Lung underestimation 15 MV ETAR Small field
10% Close to PTV | Low densities
Oesophagus overestimation 15 MV Batho boundaries Surrounding
tumor volume
2% PTV High density
Prostate underestimation 15 MV Batho bone
4% Beneath skin | Missing tissue
Brain overestimation 6 MV Batho surface, skull

* Head and neck treatment plan

6.1. Similar studies on lung geometries

McDermott et af: found an overall of 5% overestimation of CTV dase lung tumors
planned with 6 MV IMRT fields. Some areas showedenihan 10% lower dose with

MC simulations and film measurements in comparitsothe TPS which utilizes a finite
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pencil beam algorithm (Nomos Corvus V4.6). It mbst mentioned that their pencil
beam algorithm is expected to be more accuratettite@8PB algorithm as it utilizes a 2D
kernel convolution, rather than a 1D kernel contiolu as in the case of the CadPlan
TPS. They found the greatest differences in thasamhere the dose is highest and the
electron density lowest, which supports the finding this study. They also found that it
does not seem possible to distinguish the TLD nredsdose in a Rando phantom from
either the TPS with a finite pencil beam algoritbnMC predictions within the accuracy

of the TLD measurements (3-5%).

Wang et af used the MSKCC (Memorial Sloan Kettering Cancent@s pencil beam
algorithm for 6 MV photon beams in lung plans. Tgencil beam algorithm utilizes an
equivalent pathlength heterogeneity correction wethnd they obtained similar results
to McDermott et at. The PTV in their case was underdosed due to laigetron ranges
in low density media which is not accurately acdednfor in the PB algorithm.
Underdosage from the dose-volume indices they uwsesdas high as 10%. These tests
varied from TPSs using compensators for beam miogdjfglevices to TPSs using MLCs.
A plausible argument for the larger deviations fdumthis study is partly the use of a 1D
pencil kernel convolution, combined with the reged and sometimes incorrect
modulation in terms of attenuation of the Termatigh the use of the Batho and ETAR
heterogeneity algorithms. Mean lung doses in thage were underestimated by up to

6%.
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A study by Laub et al.found good agreement between an adaptation oE@&®4 MC
code and the KonRad TPS utilizing a (PB) algoritras, well as measurements. A
possible reason for their good agreement mighthkeeuse of non-coplanar beams that
might suppress the disagreements. It is importaatdo investigate single fields that may
obscure inaccuracies when combined in multipledfiglans resulting in dose errors to
OARs. The differences in terms of SPB and DPB uestenation of OAR dose from the
present study is also attributable to the deviatiam calculated dose outside the

geometrical field.

Larger differences in similar co-planar plans weseen where Pawlicki and Ka

compared the EGS4 MC simulations with the Corvu$ Tét an upper thoracic target. 8
4 MV co-planar beams were used in their study. Mresults showed that a 9% lower
mean dose to the target is found when the Corvesngpared with MC. The PB doses
were higher in the target than MC because of tleeten transport out of the target
(surrounded by less dense tissue) into surroundinglensity lung tissue. Similar to the

algorithms investigated in the present study, tbevG@s PB kernel is not laterally scaled
to account for the changes in lateral electronsjpart due to inhomogeneities. The
authors mentioned that in these studies with plsotba target is usually not a real lung
tumour representation and these tumours might Hagker electron densities than

normal lung, but the study by Wang et’akas done on real patient CT data which
suggests that the overestimations of target/CT\esl@se insensitive to these electron
density differences. The results from McDermotalétshowed good agreement between

the MCNP MC codes and measurements. The Corvudd@sitam computed doses up
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to 10% higher than MC with an average of 5% highean CTV dose in regions where

the electron density is low and the dose high.

In another study based on phantom measurementsm@reSargison et alguantified
differences between experimentally measured bearilgs and those calculated using
both a commercial convolution algorithm and the M&thod. It incorporated a vertical
solid water-lung material interface parallel to theam axis, irradiated by 6 and 18 MV
photons. They studied a limited number of fieldesiznamely 10x10 cfrand 4x4 crh
with the SPB algorithm of the CadPlan TPS, while hC simulations were done with

the EGSnrc package in a similar way as what wag dothe present study.

Their results are an excellent confirmation that¢ hadPlan TPS has a substantial
problem modeling the dose distribution in the luagion. They also demonstrated that
the CadPlan profile differences increased in thegyltegion as the field size decreased
and the beam energy increased. Worst case difiesemere more than 15%, again
confirming the results seen in the present stud@-fMin differences were not found to
be affected by material density difference (diffexes were less than 2%). The TPS also
utilized the modified Batho inhomogeneity correntialgorithm. They found excellent
agreement between MC and measured PDD data in adgemaous phantom, and good
agreement between profiles. However, the TPS 4x% pmofiles were not modeled as
accurately as the 10x10 érprofiles which is again similar to the resultsté present
study. It is clear from the combination of thesgults that the CadPlan SPB algorithm is

very much inferior to even the PB algorithms of tileer TPSs.
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In the heterogeneous lung phantom, the CadPlanfdiR8 to accurately model dose in
the lung region. As beam energy increased and Setd decreased, the differences
increased, confirmed by the study of Cranmer-Sargést. af Their conclusion was that
the convolution algorithm was unable to model tifieats of material heterogeneity.
They have also studied the ETAR method, but theesponding profiles showed even
less agreement to their film and MC data in thegluegion. Penumbral broadening was
not at all addressed by the TPS in these regiohs. dmpirical penumbral forming
functions and laterally unscaled kernels lead &s¢hdiscrepancies. Thus the convolution
integral of the SPB model accounts well for deptised and profile characteristics in
water, but not at extreme material interfaces. Assalt of lateral lung inhomogeneity
not being accounted for by the SPB, the dose isestienated in low density regions and
regions of unit density surrounded by low densiti#sese effects are severely increased

with decreasing field size.

Other investigators also pointed out that ignorihg impact of electron transport and
photon scatter from heterogeneities lead to denatifrom measured dose and MC
simulations. Heterogeniety corrections based onBatho method or 1D convoltions
along beam paths applied in pencil beam systemesssthe limitations found for these
algorithms. Knoo6s et &lshowed that limitations in unit density media aoe exploited

and deviations from measured and MC simulated agagenerally small. On the other
hand, deviations in low density media increase witbreasing beam energy from
approximately 3% for 4 MV to 14% for 18 MV x-rays a result of increased electron

disequilibrium.
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Other studies also confirm the results shown hacegept that the complex CT model
geometries increase the discrepancies found, ddj@ contribution to the errors are the
simplicity of the SPB dose calculation model. Ie gfencil beam approach by Ahnesjo et.
al.” to calculate dose in heterogeneous media, theapyiniose is calculated by choosing
pre-calculated fitting-parameters at the radiolabidepth instead of the geometrical
depth in a slab-like approximation. The scattereosed is firstly calculated in
homogeneous water and then corrected using a 1ibkdion along the beam path. The
correction is governed by the linear attenuatioefit@ent for the primary photons. It is
also clear from the data from Kndos et #iat using photon energies of more than 6 MV
has the effect of totally underestimating the sedeoy electron range in low density
tissue (like lung) in these algorithms. It is thesommended that higher energy beams
should not be used to treat sites where lung oitaiypes of tissues are involved. Wang
et. al’ showed that even lung radiotherapy patients wigingof 15-18 MV x-rays that
show deeper penetration and better tumor dose ramifg should not be attempted as
these higher energy recoil electrons cause lagdeatronic disequilibrium and degrade
target coverage. The 15 MV dose distributions aMiHB generated by the TPS were as
good as, or slightly better than, those generabed fMV beams. But the Monte Carlo
dose calculations showed increased penumbra widthie higher energy photon beams
that lead to a decreased lateral dose homogereithé 15 MV plans. The Monte Carlo
calculations indicated that the tumor coverage sigsnificantly worse for 15 MV than
for 6 MV. On the other hand, the spinal cord amigluloses were clinically equivalent
for the two energies. The lessons learnt from tlstgdies are that, although the 15 MV

pencil beam plans seem to be better than the 6M¥splthey are more inaccurate than
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the 6 MV plans and should not be implemented ise¢hdinical cases, even if the TPSs
not utilizing MC simulations show better higher emetarget conformance than 6 or 4

MV plans.

6.2. Similar studies on head and neck and missingg$ue geometries

Head and neck fields are affected to different édegrby tissue inhomogeneities,
depending on specific anatomy, especially the amklocation of air cavities in relation
to the beam orientation and field size. Wang €t lwve found in single plans up to
approximately 10% differences between TPS and M@gICritical normal tissue DVHs

differed by just less than 10% at high dose endktts et aP evaluated the accuracy of
superposition /convolution dosimetric results bynparing the TPS dose calculations
with MC dose calculations for head and neck IMRTigrds. Although IMRT plans

consist of smaller beam segments, weighted and sahmgive a modulated intensity
distribution which is influenced by a larger leaarismission and interleaf leackage
contributions, the general calculation of dosetib done in a similar fashion as for

3DCRT. They used the EGS4-based MC algorithms. EfdDthe plans were calcualted
in the way proposed by Niemierko (Chapter 2 and Bijferences were calculated
relative to the dose computed by the superposdamvolution algorithm at the local

point of interest. Their results showed higher dageCTVs and GTVs when compared
to the MC dose calculations and parotid gland dese 10.4% lower than the MC dose.

Similar results were found for the spinal cord &nainstem.
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The larger deviations were found in areas whererbgeneity structures are present. The
MC results predicted higher doses than the supgignrosonvolution algorithm. They
identified a ~1.5% systematic error in superpositonvolution dose computation. In
this evaluation of three plans MC doses were alsss Ihomogeneous than the
superposition/convolution doses, while the MC dagreed better with film
measurements. They also found that some targettstes in some plans had >5%

differences between superposition/convolution ariel M

6.3. Similar studies on breast and head and neck gmetries

Breast plans demonstrate the deviations from erpedbse distributions by the dose
calculation algorithms with respect to missing uessgeometries, low density
heterogeneities in close proximity to target suoes and oblique beam incidence in

combination with skin curvatures.

Venables et dl.investigated the absolute dose accuracy at thercehthe breast, as well

as the accuracy of the isodose distributions orouarcomputer planning system in three
dimensions. They used a water-filled breast pharftorionchamber measurements. This
was done for 36 sets of data from various treatrpkamning systems. 32 of the 36 TPSs
overestimated the dose to the center of the breiista mean measured/calculated ratio

of 0.979 (SD 0.013). The relative dose within 2dnthe lung was also overestimated.
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Only one TPS algorithm (the CCC algorithm) in thetixdy was able to calculate the dose
to the center of the breast correctly in tangefiabst radiotherapy. The study involved,
among others, the DPB and SPB algorithms of theP@adTPS. The collapsed cone
absolute dose was within 0.2%, while most other sSTRiverestimated the dose.
Overestimation of breast dose is expected with alduations if no attempt is made to
compensate for the missing tissue above the brelastever, the PB algorithms also

overestimated the dose.

They showed that maximal discrepancies in absalote in the breast from the two
tangential fields from various planning systems wi2%. The minimum deviation was
-10%. These were found at 7 cm inferior of the Caxd 7 cm superior of the CAX,
respectively. The largest differences were fourrdsfd1V, while 4 and 8 MV were also
evaluated. The CadPlan PB algorithms mostly shomegtestimations of the dose in
lung and soft tissue at specific measurement poiritie TPS could not compensate for
the lack of lateral scatter from the lung at a pgir2 cm from the lung and was energy
dependant. This leads to overestimations of dose.TIPS overestimates dose to a point
within 2 cm of the apex of the breast. This was tluenaccuracies in scatter dose
calculations due to the presence of wedges, buiddwgblique incidence (containing not
only the buildup from photons, but also from contzating electrons scattered from
accelerator structures), corrections for tissuéqalil, interpolation between calculation
grid points and errors due to the continuing cbuition from scatter after a pencil beam
has excited the patient. The first two of thesddiaclead to calculated dose being less

than expected. Others may cause the dose to lex bBigher or lower than expected.
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Weber et af’ used a similar geometry as Knoos €t @l.study accuracy of the collapsed
cone point kernel algorithm. They compared MC wtlte TPS and found CCC to be
feasable for clinical use as calcualtions agreezkferimental data within 3% for most of
the tested geometries, including missing tissue amd). They proved that dose
calcualtion problems associated with the invaripancil kernel algorithm have been
considerably improved in the implimented point lerand should be beneficial in a

number of clinical situations.

Hurkmans et at**? demonstrated the expected decreases in dosetoldbe phantom
edges (simulating the missing tissue situationd+MN cases and breast cases) due to the
loss of phantom-scattering and not head-scatteviKet al* found similar results. They
also demonstrated that deviations from measureal idatinit density volumes are small
for convolution algorithms, while deviations in lodensity volumes increase with
increasing beam energy. As the TPS is limited twsimer changes in lateral scatter when
heterogeneities are present, doses in typical relh geometries where found to be
overestimated by a factor of 1.02 to 1.05 for 18 & 4 MV respectively. This might
explain why deviations differ for 6 and 15 MV inethresults from this study (bony
regions in the head and neck is an example). Thé¥8overestimations are lower

because higher energies yield more forward-direatetless amount of scatter.

The study by Knoos et &f.showed differences in lung were significant ancréased

with energy due to a lower degree of lateral chérgarticle equilibrium. As the TPS

does not model the decrease, the resulting catmhilddse distribution will overestimate
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the absorbed dose. Their measurements were domdantoms. Thus only certain
limitations, linked to the phantom geometry, playgeble. In this study where patient CT
models were used, the geometry is much more compled involves intricate
combinations of lung, bone, air cavities, missiisgue geometries, oblique beam angles
and curved patient surfaces. It is understand&lalesome errors might thus be enhanced
while others may be suppressed, especially whenbicwd dose distributions from
various fields are evaluated.

Linthout et af** compared 3 algorithms, the Clarkson, PB and CCt wi phantom
measurements for treatment of oropharynx dynamicségreotactic radiation therapy
treatment with 6MV photons. They mostly found gagteement between the TPS and
their measurements, accept in the PTV in and ardhadoorder of an air cavity. All
algorithms overestimated the dose in the PTV is tkgion by 12, 10 and 7% for the
three algorithms respectively. The Clarkson algonit is not suited to handle

heterogeneities and variations in density as geatteadiation is assumed to be constant

regardless of the absorbing medium and utilize® gdthlength correction.

The pencil beam algorithm also assumes that théophgcatter is implicit to the beam
data measurements and that photon scatter doeganposignificantly with depth in a
medium. The incident beam in their case is dividgd many small beamlets (PBs) for
which an individual radiological pathlength corieat is performed to take tissue
inhomogeneities into account. These are polyenierg®s and give a 2D convolution

with the fluence distribution of the beam. The colotion assumes that the PB kernels
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are invariant in the lateral and longitudinal direec of the beam, leading to dose

calculation discrepancies.

The CCC algorithm has been described in Chaptdn & study by Verellen et &f.
similar results of 9% overestimation have also biemd near cavities due to the PB
limitations. Although the CCC is more accuratestill fails to account for lateral multiple
scattering effects in small volumes close to auitees. The CCC convolution method for
dose calculation is based on first principless Itertainly superior to the Batho method
The Batho method only calculates a correction faetod needs a separate model to
calculate the homogeneous dose distribution, wkdreaCCC calculates dose directly in
absolute units. Ahnesjdconfirmed in his work that the algorithm calculatose with
somewhat less accuracy in situations of lateratggdhparticle disequilibrium and in low
density regions and that comparisons with supetipasalgorithms have shown similar

results.

A recent study by Krieger et &i.confirmed that even the superior CCC algorithrii sti
shows deviations from expected doses in heterogsneedia. They have recommended
that a careful investigation be done of the acgufacdose calculations in heterogeneous
media for each beam data set and algorithm. Thegstigated the errors in dose
calculation caused by the approximations of thézet calculation algorithm. Errors
associated by PB algorithms are due to 1D densitsections which do not accurately
model the distribution of secondary electrons indiaeof different density. Doses are

mostly scaled according to the radiological depting a ray line from the radiation
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source to the calculation point, not accountingtha effects of side scattered radiation.
They compared PB and CCC algorithms with MC simaoitet as a gold standard, along
with absolute dose measurements with an ionizati@mber. Their measurements were

done in a multilayer phantom consisting of wateuntealent and low-density materials.

Dose calculations were performed on the Helax TMSla TPS for PB and CCC
calculations. The xvnié MC code was used for simulations. Important déferes

between the CCC and PB algorithms are that theggroposition kernels in the CCC
algorithms are corrected for the density variaatong a set of rays originating from each
voxel in a phantom. It should guarantee that thatdontribution from single scattered
photons to the dose is correctly modeled. Howethes, CCC algorithm approximates

multiple scatter photons, which may cause discrejeann the calculated dose.

They used a simple slab phantom for their measuresmand stipulated that the PB
algorithm is not suitable to predict dose in hegereeous volumes with sufficient
accuracy, confirming conclusions from the preséud\s It is clear from their results, as
well as the present study, that neither the amaartthe direction of the deviation from
the true dose value is predictable and thus noafjlofrrection factor to correct the dose
to e.g. the lung calculated with a PB algorithm banmplemented. They found the CCC
algorithm more appropriate. However, the dose mglie low density regions of the
phantom was underestimated by the CCC algorithney Ttave recommended that MC
calculations for photon beams be used if very tagburacy in heterogeneous volumes

has to be achieved.
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Dose in water-equivalent media, inbetween low dgmaedia, was within 3% for the CC
and MC algorithms. PB deviations were up to 14%haigthan the measurements. The
lack of lateral scatter modeling leads to this itesithey found 30% overestimations of
dose for a 10x10 cnfield and 10% for a 20x20 cnfield, for both symmetric and
asymmetric fields inside the low density mediumstl@lculations with slightly oblique
beam incidence lead to unrealistic spikes in tlenity of the interfaces between unit-
and low-density media. They also found that outside geometrical beam, the dose in
the low-density material was drastically undereated. This was experienced because

lateral transport is not accounted for by the Ridathm.

Similar to the results in this thesis, they fouhdttthe magnitude of the artifacts is higher
the less lateral charged particle equilibrium (Cefsts. Large lung volumes, as found
in the present study, will certainly increase depancies. This is because the true
electron range does hardly affect the dose at atpwhere CPE is approximately

established. These results are also similar to @nanmer-Sargison et afound on the

CadPlan TPS.

The CCC profile curves in their study were found#closer to measurements. Excess
lateral scatter into low-density material is modeleell by this algorithm. However, the
absolute dose within the low density slabs was werame 10% (for the 10x10 ém
fields), respectively, 8% (for the 20x20 Bniower than measured. This is due to multiple
scatter not being modeled, as well as the sertgitofi the dose determination in low

density media being influenced by the fact thas¢éhkernels were generated in water-
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equivalent media. CPE is well established in watgrivalent media where deviations are

hardly visible.

Lastly, Arnfield et af'® investigated the accuracy of dose predicted bgthdpower law

correction, and two models which account for elmctr range: A

superposition/convolution algorithm and a Monte I@algorithm. The results of these
models were compared in phantoms with cavities wddensity inhomogeneities,

representing a combination of anatomical heteragese An idealized geometry was
considered with inhomogeneities represented byonsgiof air and lung equivalent
material. Measurements were performed with a paralate ionization chamber, thin
TLDs and film. Dose calculations were done with engralized Batho model, the
Pinnacle collapsed cone convolution model, and RBegegrine Monte Carlo dose
calculation algorithm. Absolute central axis and axis dose data at various depths

relative to interfaces of inhomogeneities were caragd.

Results confirmed that for a Batho correction, desers in the calculated depth dose
arise from the neglect of electron transport inficiag re-buildup effects in depth dose
calculations. This is found adjacent to airgaps e be significant both in magnitude
and spatial extent at 6 MV and above. The effeutsease as the field size decreases, as
the density of the inhomogeneity decreases and tiwétenergy of incident photons. The
CCC calculations were closer to measurements thanBatho model, but significant

discrepancies remain. Monte Carlo results agreeth wineasurements within the
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measurement and computational uncertainties. Defdithe magnitude in this and other

studies would be expected to have clinical consecpse

Their TLD results confirm reports that the extefttlee dose deficit at an air— water
boundary is hidden not only by conventional doskeuations, but also by ionization

chamber measurements. They found discrepanciepmbximately 30% at the distal

surface of airgaps when comparing the CCC modelTam measurements. Of the three
calculation models in their study, only the MC miodrealed the actual surface dose,
although the CCC algorithm is obviously a considleEramprovement over the Batho

model. The CCC and the MC model accurately predittie shape of the beam profile at
distal air cavity interfaces, whereas the beamgé&iof the Batho model was 5 mm
smaller than the measured value. The beam fringg bea considered to typically

represent the distance between the physical begma aadd the boundary of the target
volume. If the beam fringe is significantly undenesmted by the planning system, the
result may be inadequate target coverage by tlément planner. Since air cavities are
prevalent in the head and neck region, these sesuiggest the MC method or the
superposition method is appropriate for treatméauipng in this area, especially when
small fields are used. The complex geometry invavair, bone and soft tissue in the
head and neck would be expected to further emphakiz advantages of MC versus
other methods. In radiotherapy of lung cancer, tsnave frequently surrounded by or
adjacent to lung tissue, leading to disequilibriieffects requiring inhomogeneity

corrections. Not correcting distributions may leadinderestimating the risk of radiation

pneumonitis.
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As is evident from the present study, electrongpant effects are greater at higher beam
energies, since a larger number of secondary elestteposit dose beyond the geometric

boundary of the field. The results from Arnfield at®

suggest certain general
conclusions about the accuracy of the three caloalanodels for calculations involving
lung inhomogeneities. The agreement between théoBatodel and measurements
proved consistent with the well-known accuracy aft® corrections for 6 MV and low-
density inhomogeneities. For lung at 18 MV, theBaalgorithm was not accurate in

predicting the depth dose for either a 4x# @na 10x10 crhfield, but was particularly

poor for the smaller field.

It is clear from these past studies and the presenits that the Batho corrections are
unreliable at high energies. Their Batho resultsehshown the same trend as Batho
calculations for 15 MV, 5x5 cffields, in lung phantoms. They could not expldie t

discrepancies for the 6 MV CCC they found.

For the 18 MV, 4x4 cfbeam incident on a lung phantom, discrepanciesdsst CCC
and measurements were about 5%, over a distan@evefal cm in the proximal part of
the lung. The CCC and MC results in this case argles to superposition and MC
calculations reported for a 5x56ml8 MV beam in a lung phantom. Such errors are
consistent with the known behavior of superpositioodels based on the rectilinear
scaling approximation, such as the CCC model. Timgdels overestimate dose in a
layer beyond a high-to-low density interface; cep@ndingly they underestimate dose

following a low-to-high density interface. This ags because the largest contribution to
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lateral electron spread at a given depth is froatteang events furthest upstream, which
is not accounted for by rectilinear density scaliftgis recognized that conventional
algorithms such as the Batho model are inaccunateme situations; such considerations
have prompted the implementation of models withoansler physical basis such as
superposition models. The conclusion from the Asldfiet al*® results were that the CCC
superposition algorithm is accurate over a widergeaof conditions involving low-
density inhomogeneities than the generalized Batbdel. The many different models in
use all involve approximations which lead to inaecies in some or other
circumstances. The results of this paper confirat MC produces satisfactory results in

the cases studied.

The trend in advanced radiotherapy techniques &rtploy methods that reduce dose to
OARs and escalate dose to tumors requiring moreratx dose computations. Errors in
TPS calculated dose also brings a discrepancyciiriical outcome analyses. Biological
parameters derived from such data may be biasedcanid potentially have serious

consequences in biologically optimized treatmeahping.
Some MC dose calculation methods have been progosedutine treatment planning

and their use is certainly escalating. The avditglof faster computer hardware and new

variance reduction techniques result in simulatiores suitable for this purpose.
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