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ABSTRACT

The research investigated the risk attitude, rmkr@es and management strategies, and the
technical and cost efficiencies of farmers in KeState, Nigeria, with the aim of generating
reliable information on the influence of risk atties of the decision-making behaviour of

farmers and determinants of efficiency.

Various techniques were applied in order to achithe objectives of the study. They
include: the Experimental Gambling Approach, Fackaralysis, Logit regression, Data

Envelopment Analysis, Double Bootstrapping procedurd the Metatechnology Approach.

Data to conduct the research was obtained mairdyn fiprimary sources through a

guestionnaire survey of 256 farmers, comprisingr@ocroppers and 158 intercroppers.
Some of the important findings from the researeh ar

» All the farmers exhibit some level of risk aversionThe intercroppers were
statistically significantly more risk-averse thametmonocroppers. Risk attitude
influences the decisions farmers make in the pribolucprocess and should be

considered when formulating agricultural policies.

 The most important sources of risk for both monppeys and intercroppers are
diseases, erratic rainfall, changes in governmeolicyy changes in climatic
conditions, price fluctuation (of inputs and ougjuand floods/storms. The most
important risk management strategies for monocngpaee spraying for diseases and
pests, spreading sales, borrowing (cash or grand)fadamacultivation. These
factors should be considered when designing exdengiogrammes and insurance
schemes. The intercrop farmers perceived family bees working off-farm,
spreading sales, intercropping and borrowing (@asbrains) as the most important
coping strategies.
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The main findings from the factor analysis for tlkeurces of risk for the
monocroppers and intercroppers are that the facterxial”’, “rainfall” and
“uncertainties” are important to both groups ofnars. Since farmers do not have
control over the rainfall factor as a source o ribere isjnter alia, a need to have an
effective agricultural insurance scheme for thentes in the study area. Farming
experience, asset value, risk aversion and landadagon were found to have

statistical significant influences on the choiceadpping systems in Kebbi State.

The results from the technical efficiency analysigygest that there is scope for
increasing the technical efficiency levels of botbnocrop and intercrop farmers and
hence their ability to increase output levels atrent input levels and within the

existing technology set.

Based on the metatechnology ratio, the millet/cavpgoup were the more
technically efficient, followed by the sorghum/cosgogroup. The sorghum group
were less technically efficient. This suggestd trap diversification, in order to
manage risk sources, has the potential for impgpenop productivity in Kebbi State.
Crop combinations, however, prove to play an imgrarrole. Care should be taken

to select the optimal combination of crops to idelun the intercropping system.

In terms of cost efficiency, farmers in the studgaawere relatively cost-inefficient.
The metatechnology ratio for cost efficiency depittat the sorghum/cowpea group
were more cost efficient than their counterpargham, and millet/cowpea group.
Selection of farm inputs at minimum cost will help reduce production cost and

hence improve profitability of the farmers.

Low levels of technical and cost efficiency sugglst major scope exists to increase
performance of the farmers, even at their curramnput levels and within their
existing technology set. Support services, sucsulsidies on farm inputs, provision
of credit and extension services of the new Agtigal Transformation Agenda
Programme (ATAP), should be properly implemented tangeted at the small-scale

farmers.
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The determinants of efficiency differ between thenacroppers and intercroppers,
and also differ between the intercrop groups. Bhiggests that different groups of

farmers operate under different technology sets.

The results also suggest that the existing knovdedg the various factors that
influence both technical and cost efficiency is eghaustive and accordingly that
there is a need to explore other characteristias itifluence the farmers’ decision
process within their technology set.
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OPSOMMING

Die navorsing is gerig op die vasstelling van disiko-houdings, risikobronne en
bestuurstrategieé, sowel as die tegniese en kadtegftendhede van boere in die Kebbi
Staat van Nigerié, met die doel om betroubare tinggoor die invloed van risiko-houdings

op die besluitnemingsgedrag van boere en dierdetante van doeltreffendheid te genereer.

Verskeie tegnieke is toegepas om die doelstellMagsdie ondersoek na te vors. Dit sluit in
die Eksperimentele Dobbelbenadering, Faktoranalisgit-regressie. “Data Envelopment-"

analise, “Double Bootstrapping” en die Metategnadgenadering.

Data benodig vir die navorsing is hoofsaaklik vgrkanaf primére bronne met behulp van 'n
vraelysopname by 256 boere, waarvan 98 enkelgewaskieg en 158
tussengewasbewerking toepas.

Van die belangrikste bevindings is:

» Al die respondente vertoon viakke van risikovermydiDie tussengewasbewerkers
was statisties betekenisvol meer risikovermydend dees enkelgewasverbouers.
Risiko-houding beinvioed die produksiebesluite \mere en behoort verreken te

word by die formulering van landboubeleid.

* Die belangrikste risikobronne vir sowel enkelgewas tussengewasbewerkers is
siektes, wisselvallige reénval, veranderings ineregsbeleid, veranderings in
klimaat, prysfluktuasies van insette en uitsetteverede/storms. Die belangrikste
risikobestuur- strategieé vir enkelgewasverbouersspuit van siektes en peste,
verspreiding van verkope, leen (kontant en graamspenfadamabewerking. Die
faktore behoort oorweeg te word wanneer voorligipiggramme en
versekeringskemas ontwerp word. Tussengewasvebdoeskou gesinslede wat
buite die boerdery werk, verspreiding van verkossengewasverbouing en leen

(kontant en graansoorte) as die belangrikste oanfgsirategieé.
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Die vernaamste bevindings van Faktoranalise teigtgpgan die risikobronne van die
enkel- en tussengewasverbouers is dat die faktwesidal’, "reénval” en
“onsekerhede” belangrik is vir albei groepe. Aasige boere nie beheer het oor die
reénvalfaktor as 'n risikobron nie, is daar ondedere 'n behoefte aan 'n effektiewe
versekeringskema vir die boere in die ondersoelkgebBoerderyondervinding,
batewaarde, risikovermyding en grondagteruitgang ’'he statisties beduidende

invloed op die kies van 'n gewasstelsel in dieevadekgebied.

Die bevindings oor tegniese doeltreffendheid durwmte vir verhoging in tegniese
doeltreffendhede vir sowel enkel- as tussengewhsvers deurdat hulle gewas-
opbrengste kan verhoog teen huidige insetpeile ienebdie bestaande tegnologie-

raamwerk.

Gebaseer op die Metategnologieverhouding, is deesfikkerboon-kombinasie die
tegnies doeltreffendste, gevolg deur die sorghukefddoon-kombinasie. Sorghum as
enkelgewas was tegnies die minste doeltreffend.aSdiversifikasie om risikobronne
te bestuur het dus potensiaal om gewasproduktiviiteiie Staat Kebbi te verhoog. 'n
Poging moet egter aangewend word om die bestengessas-kombinasie te vind.

Boere in die ondersoekgebied is relatief koste-ehidaifend. Die Metategnologie-
verhouding vir kostedoeltreffendheid dui daarop dahé sorghum/akkerboon-
kombinasie meer kostedoeltreffend is as net sorghoindie giers/akkerboon-
kombinasie. Aanwend van boerderyinsette teen mimkaoste sal help om

produksiekoste te verlaag en winsgewendheid teoogrh

Lae vlakke van tegniese en kostedoeltreffenheidlig®egr groot ruimte om die
prestasie van boere te verhoog, selfs teen huappeengste en binne die bestaande
tegnologie-stel. Ondersteuningsdienste soos s@ssap boerderyinsette, voorsiening
van krediet- en voorligtingsdienste van die nuwedboutransformasie-agenda moet
reg geimplementeer en op die kleinboer gerig word.

Die determinante van doeltreffendheid verskil tasske enkel- en tussengewas-
verbouers en ook tussen die tussengewas-kombin8siekii daarop dat verskillende
boerderygroepe met verskillende tegnologiestelhégioneer.
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* Die bevindinge dui ook daarop dat beskikbare kermus die faktore wat beide
tegnies en kostedoeltreffendheid beinvioed, onwaide is. Daar is dus 'n behoefte
om ander eienskappe wat boere se besluithemingss®sinne die verskillende

tegnologiestelle beinvloed verder na te vors.
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CHAPTER 1
INTRODUCTION

1.1 Background and motivation

The current concern of stakeholders in agricultai&lelopment in Nigeria is the onerous
task of feeding over one hundred and sixty millpgople in the nation. The continual
increase in the nation’s population without a matghincrease in food production signals a
possible future scenario of widespread hunger, atafion and poverty. The National
Bureau of Statistics reported that%f the population was poor in 2010 (NBS, 2018).
spite of the country’s vast resources it has a ¢pass domestic product (GDP) per capita,
high unemployment rate, low industrial capacitylisdkion, high birth rate and high
dependence on agriculture (Jhingan, 2005). Agducelis the economic mainstay of the
majority of households in Nigeria (Udoh, 2000). eTagricultural sector employs %© of
labour force in the country (NBS, 2005). The agjtieral sector is central to households and
the national economy. This makes it a critical poment of programmes that seek to reduce
poverty and attain food security in Nigeria. Thitss often seen as important for reducing
poverty (Agénor, 2004). The Nigerian agricultusattor contributed about 44 of the GDP
per annum during the 2000-2010 period and grewdat-7B% per annum during the same
period (CBN, 2009, 2010, 2011). The increase iricajural production was propelled
largely by the favourable weather conditions anel $hstained implementation of various
agricultural programmes initiated in 2009. Desghe growth in the agricultural sector,
Nigeria’s food imports are growing at an untenailke of 126 per annum (Adesina, 2012).
Growth targets should be productivity driven, esglecsince growth through land expansion
to boost agricultural production will be costly andlikely to be sustainable (Diao, Xinshen,
Breisinger & Thurlow, 2009).

Nigeria’s agriculture remains largely subsisten@sdal, with about 8@ of agricultural
output coming from the rural poor (Gain Report, PO1Agriculture has, however, suffered
from years of mismanagement, inconsistent and pamhceived government policies, and
lack of basic infrastructure. Continued reduction production and productivity has
continued to characterize the Nigerian agricultsedtor, thereby limiting the ability of the
sector to perform its traditional role in econordevelopment. In an attempt to break this

cycle and improve the performance of the agricaltgector, the Nigerian government over
1



the years introduced and implemented several psliand programmes aimed at revamping
the sector (Uniamikogbo & Enoma 2001; Ajibefun &ekhola, 2003; Sanyal & Babu, 2010;
lzuchukwu, 2011). The programmes were meant toomgresource use, farmers’ income
productivity, food security, and to accelerate rulevelopment. The expected effectiveness
of the programmes was substantially curtailed ek laf consistency and continuity in the
policies adopted by successive administrationdiéncountry and the lack of understanding
of the actual farm-level situation. These effarés® only yield a sustainable result if farm-
level planning, the type of cropping system pratiby the farmers, and the characteristics

of farm households are given the desired attention.

The two main cropping systems practised in Nigar@ mono and intercropping systems.
The cropping systems considered in this study aeetiged under rain-fed conditions.
Generally, intercropping involves the growing ofnréed crops in mixtures, using
available resources which permit farmers to maintaiv, but often adequate and
relatively steady productionMonocropping generates vast amounts of corporatthye
gives higher yields, is more efficient than inteqing, provides jobs, and gives higher
economic returns (Nelson, 2006; Mmom 2009). Thestan is, can this type of system
provide sufficient food to the ever-increasing plagion in Nigeria and other parts of sub-
Saharan Africa? Farmers in northern Nigeria pcadboth monocropping and intercropping.
Intercropping is practiced as a means of divesiion to safeguard against risk associated
with agricultural production. The question of wicropping system is better in terms of
technical and cost efficiency in the context of maopping and intercropping systems in
Nigeria has not yet been answered. Should farew@rsnue with the monocropping system,
which gives high production yield in the short teron continue with intercropping which
gives low but often adequate and relatively stepishduction over the longer term? The
increase in productivity in any of the systems wiépend on how efficient resources are

utilised by the farmers.

1.2 Problem statement

Despite the various programmes launched and esttabliby the government, returns from
the agricultural sector have been much below thempi@al (Izuchukwu, 2011). Crop yields

continue to decline and are substantially lowentpatential yields (Nwafor, 2011). For the

2



past 15 years, food crop production growth in Neyéias been driven entirely by expansion
in area planted, rather than by increasing prodigtiper hectare through improved
technology and development of high yielding vaesgtof arable crops (Report of the Vision
2020, 2009). The gap between potential and actoal yields obtained by farmers suggests
abundant scope for improvement in productivity.oh targets thus should be productivity
driven (Diaoet al, 2009) instead of measuring productivity by ageeaxpansion, as is the
current practice in Nigeria. The FAO (2002), t@wgues that much of the future food

production growth will have to come from higher guativity.

Another problem is that most government programmaes designed without giving
consideration to farmers’ characteristics, for egkanthe risk preference of the farmers
(Olarinde, Manyong & Okoruwa, 2007). Agricultugaioduction is highly characterized by
risks which range from adverse weather, pests seades, which in turn lead to price
uncertainty (Musser & Patrick, 2002; Glauber & @w| 2002; Ayinde, Omotesho &
Adewumi, 2008). For these reasons, farmers’ diutowards risk is imperative in
understanding their behaviour towards the adoptbmew technology and managerial
decisions (Ayindeet al, 2008; Binici, Koc, Zulauf & Bayaner, 2003; KnighWeir &
Woldehanna, 2003; Liu, 2008; Alpizar, Carlsson &&go, 2010). For example, the more
risk-averse a farmer is, the more likely the farnseto make managerial decisions that
emphasize the goal of reducing variation in incomaher than the goal of maximising

income; the converse is also true (Birgtial, 2003).

Depending on their ability to absorb risk and thestychological attitudes or preferences
towards risk, the risk inherent in a new technolagyinput choice will affect farmers
differently (Binswanger & Sillers 1983; Knighdt al, 2003). Risk is a characteristic of
agricultural production. Several factors influergiproduction are not dependent upon the
actions of a producer. Hardaker, Huirne and Araled4997) define production risk as the
risk that comes from the unpredictable nature ofattver and uncertainty about the

performance of crops or livestock.

Bamire and Oludimu (2001) and Ojo (2005) argue thatlimited success of Nigeria in rural

development programmes is a result of the abseheepoor analysis of attitudes towards

risk inherent in new technologies and the failwr@s$certain the farmers’ trade-offs between

risk and return in traditional agriculture. A laokclear understanding of farmers’ attitudes
3



towards risks remains an important factor inhilgtincreased agricultural productivity. It is
not in any way difficult to point out that the olpged resource use of farmers reveals the
underlying degrees of risk preferences (Olarieti@l, 2008). Although some researchers
have quantified risk attitudes of farmers in Nigent is evident that most of the studies
applied the Safety First Behaviour and Portfoliod@loto measure risk attitude of farmers
(Alimi & Ayanwale, 2005; Ajetumobi & Binuomote, 260 Ogunniyi & Ojedokun, 2012).
The Safety First Behaviour model is criticised ogvito the fact that it is difficult to
determine the relative influence of risk and otfaators on the decisions of the individuals,
while the Portfolio behaviour is criticised becausedoes not produce very detailed

information (Binswanger, 1981). No reliable knotde is available on these issues.

Research on the sources of risk and managemetdgsés in the Kebbi State of Nigeria is
scanty. Alimi and Ayanwale (2005) have investigdatiee risk management strategies among
onion farmers in Kebbi State. The researchersqidicconsider the factors that influence risk
aversion, and besides this, there is little oresearch that has investigated the relationships
between the risk sources, risk management strategisk attitude and farmers’
characteristics in the study area. There is argébelief that a positive relationship exists
between risk perception and the farmers’ use &f m&nagement strategies, and that risk
attitude is also an important driving force for tadoption of management strategies by
farmers (Pennings and Leuthold, 2000; Mishra an@4$ih, 2002). However, there is no real
evidence to prove the expectations of the behaviourfarmers in the production
environment. There is need to have a better utadetmg of the risk and the coping
strategies of monocroppers and intercroppers inbKeéiate in order to ascertain the
decision-making behaviours of the farmers, to dgvelppropriate risk-coping strategies for

the farmers, and to add to the existing knowledgée field of agricultural risk.

Productivity can be enhanced if there is reliabtgieical knowledge available on technical
and allocative efficiency of resource allocationdathe factors that determine such
efficiencies. Most of the farm efficiency studiesrried out in the northern parts of Nigeria
have shown that resources are inefficiently utliddamidu, 2000; Amaza, 2000; Jirgi, 2002;
Baiyegunhi, Chikwendu & Fraser, 2010). The basppraach to estimate allocative
efficiency of farmers from Nigerian studies is thgh the marginal value product which is

calculated from econometrically estimated produrctfanctions (Hamidu, 2000; Amaza,
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2000; Jirgi, 2002; Baiyegunlat al, 2010). Allocative efficiency is determined Whetratio

of the marginal value product to the marginal factost. Most of the studies on efficiency

focus on socio-economic variables, such as agajrfigrexperience, extension, education and
gender, as explanatory variables. The researtiae®es not investigated the influence of risk
attitude on efficiency. The fact that risk aversig associated with the decision-making
behaviour of an individual means that it should ibeorporated in the determination of

factors that influence efficiency. Information aek attitude as a determinant of allocative

efficiency is lacking in the study area.

Some researchers have explored technical efficiesny its determinants in Nigeria.
Empirical studies on the use of the Stochastic fi@piSF) Model to estimate technical and
cost efficiency and their determinants are scantyhe study area (Tanko & Jirgi, 2008;
Tanko, 2004). Few researchers have used the age-fdata Envelopment Analysis (DEA)
approach to investigate the determinants of efiicyeof farmers (Yusuf & Malomo, 2007;
Ajibefun, 2008). In the two-stage DEA approacHicefncy scores are estimated in the first
stage using DEA, and in the second stage, Tobitessgn is used to investigate the
determinants of efficiency. Tobit regression igdign the second stage owing to the belief
that the dependent variable is censored. How&rmerar and Wilson (2007) have questioned
the appropriateness of the two-stage approach. r@3earchers argued that DEA efficiency
scores are serially correlated and biased when inse@ two-stage DEA approach and that
efficiency scores are not censored. By applyingnaorrect approach, the information that
was generated by the researchers may not be eeliaBlesearch on the comparison of
efficiencies in agriculture is scanty. The reskhatibat has compared the efficiency of
technologies used the highest average DEA scoradicate the decision making units
(DMU) that are more efficient (Binici, Zoulauf, Kiaa, & Karli, 2006; Alene, Manyong &
Gockowski, 2006). Frey, Fassola, Pachas, Colcanilmtorte, Pérez, Renkow,Warren,
Cubbage. (2012) argued that such comparison iprppate because high efficiency scores
among a group of DMUs only gives a measure of ikeddiomogeneity among the efficiency
of the DMUs. Battese (2004) introduced the useadfletatechnology ratio (MTR) to
compare efficiencies between different groups. ™R is a more reliable approach for

comparing efficiencies of different groups of epteses.



Thus, although the topic of efficiency and risk heseived attention by researchers in recent
times, there is a lack of reliable information e determinants of efficiency, comparison of
efficiencies among different farm cropping systerssurces of risk and management
strategies, risk attitudes and also the influenteisk attitudes on the decision-making

behaviour of the farmers.

1.3 Objectives of the Study

The broad objective of the study is to examinetwaté towards risk, risk sources and
management strategies and technical and costegfigiof farmers in Kebbi State, in order to
generate reliable knowledge on the influence ok mdtitudes on the decision-making

behaviour of farmers and determinants of efficiency
The specific objectives of the study are to:

1. Explore the risk attitudes of the farmers. Raskrsion coefficients will be quantified and
regressed on characteristics of the farmers inrdadascertain the factors that influence

risk attitudes of the farmers.

Objective 1 will be achieved by using the experitabapproach within the subjective
expected utility framework, owing to the fact thae usual interview technique of
eliciting certainty equivalents and the safety-llasgpproach are not reliable
(Binswanger, 1981). The experimental approachwliabe applied in the study will
provide more reliable information on the decisioaking behaviour of the farmers.
This information is important in designing straesgifor agricultural development.
Although the subjective expected utility theory haen criticised, it has remained the
most appropriate theory for prescriptive assessmensk choices (Hardaker, James,
Lien & Schumann, 2004; Meyer, 2001). The risk aumr coefficients obtained from

objective 1 will be used in objectives 2, 3 and 4.

2. Explore the sources of risk and coping stratedieat farmers use to manage their
exposure to risk and also determine their dimerssianterms of the underlying latent
factor. The relationships between sources ofaist coping strategies, risk attitudes and

farmers’ characteristics will also be investigated.



The dimensions of the perceived risk sources andagement strategies will be
determined using factor analysis in order to aagethe most important factor of risk
sources and management strategies. Factor analgsibes the variance in the
observed variables in terms of the underlying tatactor (Habing, 2003). Following
Meuwissen, Huirne and Hardaker (2001), the relatigms between sources of risk
and coping strategies, risk attitudes and farmghraracteristics will be explored using
multiple regression in order to identify the moshportant risk source and
management factors and the variables that influezazgh other in the regression.
Understanding the relationships between farmeraratteristics, risk attitude, risk
sources and management strategies is importanteierrdining the best coping
strategies for farmers. Such information will hglplicy makers in designing the

right risk coping strategies to enhance farmerstpctivity.

3. Determine whether farmers’ attitudes towards aisd their characteristics influence their

4.

choice of cropping system, in order to make recondagons on the programmes that

will improve monocropping or intercropping.

Logit regression is used to achieve objective de Tesults from objective 3 will
serve as a basis for policy makers to considerféioéors influencing choice of
cropping systems when designing programmes to wmgpranonocropping or

intercropping.

Investigate the levels of efficiency which famnaise with their production inputs to
produce their crops. The levels of technical apst efficiency will be quantified in order
to determine how efficient the farmers are. Thiatienship between the efficiency
scores and characteristics of the farmers will Bplo#ged so as to have a better
understanding of the characteristics associatett Wwigher levels of efficiency. In
addition, the efficiencies of the monocrop andnert@pping systems will be compared in
order to determine which technology is better amddcertain whether the technologies

have equal efficiency.

Objective 4 is achieved by estimating technical eost efficiency for each decision-
making unit (DMU) using the Data Envelopment Anay$DEA) approach. To
determine the explanatory variables that influeteodnical efficiency of the farmers,
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the Double Bootstrapping procedure of Simar andsvil(2007) will be used. The
use of Double Bootstrapping ensures that the liroita of using Tobit in the second
stage to explore the determinants of efficiency @arercome. Following Jordaan
(2012), the Double Bootstrap procedure will be usatthin the framework of the

Principal Component Regression (PCR) in order tiuece the dimensionality of the
data in which there are a large number of corrdlat&riables, while retaining the

variation present in the data set (Jolliffe, 200Zhe technical efficiency results that
will emanate from this study will add to the exmgtiknowledge of efficiency in the

study area and will also provide more reliable infation on the determinants of
technical efficiency. The procedure will furtheerge as bases on which other

research can be based to provide more reliablennaton on efficiency.

Despite the fact that cost efficiency has the sah@dlenges as technical efficiency,
following the recommendation of McDonald (2009),dDary Least Squares (OLS)
will be used since there is no Double Bootstrappragedure for cost efficiency. The
problem of serial correlation is reduced when tgatithms of the dependent variable
is used as the regressand. The identification coirces of cost inefficiency is

important for the policy makers to design polidiesmprove performance.

Following O'Donnell, Rao & Battese (2008), the nfiretatier approach will be used
to compare the efficiencies of the different grogbsnono and intercrop farmers.
This will give an insight into the gap between greup frontier and the metafrontier.
This information will help policy makers to desigimrogrammes improving the

performance of farms by making changes to the mtimlu environment. The Rank-
Sum-Test (Wilcoxon-Mann-Whitney) will be used tcsttaf there are significant

differences between the efficiency scores of mommoeers and intercroppers. The
results from this study will provide more reliabfgormation about comparisons of
efficiencies between different groups.



1.4 Organization of the study

The remainder of the thesis is organised in sith&rrchapters.

Chapter 2. Literature review: Chapter 2 provides literature on the conceptuahé&work
and a review of related literature on the concépis, the types and sources of risk, and the
responses to risk in agriculture. Efficiency ahd factors influencing farm efficiency are

also discussed.

Chapter 3. Study area, data collection and charactestics of the respondents:The main
objective of this chapter is to provide an overvidescription of the study area, resources
available to the farmers and the institutional supgservices. Data collection, sampling
technique, and the characteristics of the housshalderms of demographics based on the

data collected are highlighted.

Chapter 4. Procedures:This chapter gives the description of the procesl@applied in order
to achieve the objectives of the study.

Chapter 5. Results and discussion: Risk attitude, isk sources and management
strategies of the monocrop and intercrop farmersThe risk preferences, sources of risk
and risk management strategies are presentedsirtitiapter. The explanatory variables that

influence the choice of monocropping or intercrogpsystems are also discussed.

Chapter 6. Results and discussion: Technical and sb efficiency of monocrop and
intercrop farmers in Kebbi State: Analyses of the technical and cost efficiency of
monocropping and intercropping systems and the remviental variables affecting
efficiency are presented and discussed. The cosgreiof efficiencies for the different

cropping systems are also highlighted.

Chapter 7. Summary, achievement of objectives andecommendations:The last chapter
of the study provides a summary and the conclusiih regard to achievement of the
objectives, together with recommendations arisimogifthe findings of the study.



CHAPTER 2
LITERATURE REVIEW

Introduction

Chapter 2 reviews relevant literature on monocnog@nd intercropping, and the attributes
of small-scale farmers, while some of the constsaiaced by small-scale farmers in Nigeria
are highlighted. The risk preferences and efficyeof farmers are also discussed, as well as
the approaches used in risk and efficiency studidse purpose of the literature review is to
acquire knowledge of what other researchers hane do the subject of risk, risk sources
and copping strategies and efficiencies in ordeasitertain the gaps that exist in these areas

and to find a way of filling the gaps in knowledge.

2.1  Cropping systems

For the purpose of this study, ‘cropping systenfémr® to monocropping and intercropping.
Intercropping is a multiple cropping system wheave br more crops are grown concurrently
on the same field. The different crops can betplhm alternating rows or sections (Blanco-
Canqui & Lal, 2010). “Intercropping is a form ofuftiple cropping, which generally
involves the growing of rain-fed crops in mixtureses available resources and permits
farmers to maintain low but often adequate andivelly steady production” (Wood, 1985).
For the purpose of this study, intercropping isirdef as the cultivation of two crops
simultaneously on the same area of land. Croppaitern is defined as the yearly sequence

and spatial arrangement of crops and fallow orvargarea.

2.2 Small-scale farms in Nigeria
2.2.1 Definition and attributes of small-scale farmers

In developing countries, as is the case of Nigesmall-scale farmers dominate the
agricultural economy. Over 80 of the farming population in Nigeria are smalldess,

residing mostly in rural areas. Agriculture in tbeuntry, however, is characterised by a
large number of these small-scale farmers, scdtterer wide expanses of land, with
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holdings ranging from 0.05-3.0 hectares per farrioav, capitalization and a low yield per
hectare (Olayide, 1980).

The small-scale farmers are very significant in ldratevelopment, with 5% of world’s
population depending on them. Olayide (1980) hated, based on a survey conducted by
the Federal Office of Statistics in 1973/74, tha¢ small-scale farms were classified in a
range between Ol and 5.98a and that they constitute abou8Df all farm holdings; the
medium-scale farms range from 6.0 to %89and constituted about % of all farm
holdings; while large farms range from 1Ba@and above and constituted abo&b 6f all
farm holdings. According to Adubi (2000), smalakxfarmers are a category of farmers that
exist at the margins of the modern market, neitaly integrated into that economy nor
wholly insulated from its pressures, i.e. they hawe foot in the market economy and the
other in subsistence economy. They are more erptseisk than other segments of the

farming population.

Hence, there is a need to study the risk attitiadethe farmers in order to establish their
decision-making behaviour, the various sourcessif that the farmers are exposed to and

the most important coping strategies the farmeve lo@vised to mitigate the sources of risk.

2.2.2 Major problems faced by farmers in Nigeria

Farmers have been faced with problems which havectafl their productivity and
contribution to national aggregate output. Thasdlems can be grouped into infrastructural
facilities, skills development, land tenure systesopnomic factors, government/regulatory

policies and environmental factors.

Infrastructural facilities

Okuneye (Undated) observed that there are pooefaeadds and inadequate road networks
between the rural areas and urban areas in Nigdt@st of the agricultural production takes

place in the rural areas where unfortunately mbshe feeder roads are unsurfaced, narrow,
poorly drained and winding (Famoroti, 1998). IFAPZDOL) has reported that about¥s®mf

the rural road network is in poor or very poor ctind and that Nigeria’s rural road density

is one of the lowest in sub-Saharan Africa. THieds the prices that farmers receive for

their produce. Heavy losses of agricultural predresult from inadequate on-farm and off-
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farm storage facilities. Olukosi, Isitor, and O@2008) have reported that the problem of
inappropriate on-farm storage facilities leads tastage of farm produce. Health care
facilities are few or absent in the rural areagjcdeemany man-days are lost owing to ill
health which could have been easily treated (Okenéyndated). This is worse for
HIV/AIDS patients, as observed by IFAD (2001), whiadicated that more thar?® of the
rural population is affected by HIV/AIDS. In addm, the lack of adequate formal
institutions in the rural areas has led to the atign of youths to the urban areas for various
reasons and the consequent effect of this is thectn of labour supply in the rural areas
(Okuneye, Undated). The author added that iregatacilities are still very poor, despite the
existence of River Basin Development Authoritie8[R), and as a result, farmers depend

solely on rain-fed agriculture.

Skills development

The extension service delivery system still suffieosn an inadequate number of extension
personnel. In Kebbi state, for example the extemsagent farmer ratio was 1:1000 in 2009
(KARDA, 2009). Koyenikan (2008) reported that #aeension agent—farmer ratio in some
states of the south-east and south-west in Nigeasa high as 1:1590-7000 and 1:1275-5600,
respectively. NARP (1994) also observed a ratid:4f700 in the north-east zone of the
country. The few delivery systems that are in @leck mobility to improve on extension—
farmer contact, while women extension personnet@oefew to handle gender issues. The
frequency of extension message discovery is limibgd poor research situations in
Universities and Research Institutes, thus farnoergtinue to practice the same type of
cropping systems continually (Okuneye, Undatedhis Tvide gap in the extension worker—

farmer ratio affects the quality and frequency isfts.

Land tenure system

The key factor that limits farmers from gaining @€ to land is the land-tenure system
prevailing in different parts of the country. Tland-tenure system comprises the body of
laws, contracts, and arrangements by which peopie gccess to land for agriculture and
non-agricultural uses (Phillip, Nkonya, Pender, &iQ2009). In Nigeria, the land-tenure

system varies from one place to another. In thethgon parts of the country, the communal
system of land ownership, in which individual owstep of land is embedded in group or
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kinship ownership, prevails among most ethnic gsogPnyebinama, 2004). Arua and
Okorji (1997) have stated that individual land ovaingp and communal tenure systems of
land prevail in the eastern parts of Nigeria. Lamdure systems have been bedevilled by
problems of population explosion, high food demansing inflation and unemployment
which leads to rising rural-urban migration of yo@Eamoriyo, 1980). There are a growing
number of landless households in the rural comrmas({tFAD, 2001). This has led to small
and uneconomic holdings. Because of religiousebglithe roles of women in agricultural
production are limited to few activities and henu®vide low returns and low family

income.

Economic factors

Ogunfowora (1993) reported that between the la&4%nd mid-1990s, domestic fertiliser
production as a percentage of the total supplyeddoetween 4% and 6Q%. Virtually all of

the fertiliser used in Nigeria has been importedeithe early 2000s. Some of the issues that
relate to the domestic supply of fertilisers in@uligh transport costs from port to inland
destinations, poor distribution infrastructure, eie of capital for private—sector
participation in distribution, significant businesssks facing fertiliser importers and
inconsistencies in government policies (Phidipal., 2009). Unavailability of improved
inputs is one of the major constraints faced byn&s in Nigeria and this obliges them to
rely heavily on seed stored at harvest, which ldtsegability over time, thus producing low
yields (Jirgi, 2002).

Inadequate loan amounts, collateral requirementsthiey banks, and high interest rates
charged by the banks are some of the major contgran farm credit in Nigeria (Phillip and
Adetimirin, 2001). Some of the problems associatét credit acquisition by farmers from
commercial banks are that farmers have to travael ldistances to reach the nearest bank,
illiteracy, fear of excessive debts, as well as Hamks’ ‘stringent’ loan requirements.
Famoriyo (1980) observed that lack of informatiormd aincertainty in the supervision and
repayment of loans are the major constraints fametinancial institutions with respect to
giving loans to the farmers. Another economicdadhat constrains agricultural production
in the country is the problem of institutional iniggde found in such institutions as farmers
unions, partnerships, cooperatives, marketing aosceand government agricultural
institutions, among others (Olayide, 1980). Anothmblem is the lack of good linkages
13



between the farm sector and the manufacturing séatgenerate a demand—pull situation,

which would propel high prices for industrial ravatarials (Okuneye, Undated).

Government/Regulatory policies

Policies, such as reflected in the Land Use Ad,ithportation tariff and other unprotective
policies, among others, are not supportive enoagigticultural change. Besides, instability
in non-agricultural policies affects agriculturaloguction negatively (Okuneye, Undated).
Furthermore, low research funding from government the low participation of the private

sector in agricultural research are factors lingiteigricultural productivity in the country

(Phillip et al., 2009).

Environmental factors

These include high incidence of pests and dise@sesniji, 2007) and drought in some
areas. For instance, Olayide (1980) has reponted severe drought in the northern part of
Nigeria which affected the yield of crops grownthe area. Also, Ekpoh and Nsa (2011)
stated that drought was experienced in northerreddign the 1990s. In addition, Okuneye
(Undated) has mentioned erosion, desert encroadhemnenpollution by industrial activities,
especially by oil companies and some manufactuesrsome of the environmental factors

affecting agricultural productivity.

It is evident from the foregoing literature reviagtat the Nigerian farmers are faced with
various problems. These problems directly or itly influence farm efficiency. Providing
solutions to these problems will, no doubt, helpnprove the efficiency of farmers and

agricultural productivity in Nigeria.

2.3 Risk and risk aversion

Measuring risk preferences is important becauderihs the basis for exploring farmers’
decision-making in agricultural production and neikg decisions. According to Just and
Pope (2002), since farming practices are similaoragnfarmers in the same environment,
farmers tend to compare their risk, based on haeir feers perceive them: this is termed
social risk. Besides, farming is associated wiitaricial risk, and the risk-averse farmer will
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prefer to accept lower returns in exchange forveelouncertainty level, hence the need to

measure risk preferences of farmers.

The classical expected utility model and the nopeeked utility model (prospect theory),
among others, are the theories used in analysidgreasuring the “riskiness” of a decision
in the farm enterprise. The expected utility mod@&UM) is primarily a prescriptive tool. It
infers that decision makers who obey certain axisimsuld choose actions that maximize
their expected utility (Robison, Barry, Kliebenstes Patrick, 1984; Meyer, 2001). Risk
attitudes can be described by using the EUM, asiedictive power is tested through
experiments or inferences based on observed econoemaviour (Robisomt al, 1984).
The non-expected utility model (prospect theoryguases that individuals do not maximize
expected utility. Other models include the lexiaghic utility (Safety-First Model)
(Robisonet al, 1984) and the attitudinal scale approach asexpply Bard and Berry (2000).

2.3.1 The expected utility model

The work of Von Neumann and Morgenstern (1947), €@ty of games and economic
behaviour”, forms the basis of modern utility theorThe term expected utility (EU) now
refers to the analysis of an economic model underassumption that expected utility is
maximized. By 1971, EU was clearly regarded asastbn model rather than just a ranking
criterion (Meyer, 2001). The EU model views demisimaking under risk as a choice
between alternatives. The EUM provides a singleadindex that orders action choices

according to the preferences or attitudes of tloescen maker (Robisoat al, 1984).

Robisonet al (1984) have summarized the components of a decmioblem by assuming a

set of action choice#\,A,...,A,, a set of monetary outcomes; associated with thg th

action choice in théth state of nature, and probability density funtsid®(s) indicating the

likelihood of outcomes in the respective states,dio action choice. To order these action

choices, each monetary outcom, , is assigned a utility value according to a peatiaad,

randomly-scaled utility function. The utility vaufor each possible outcome of an action
choice is weighted by its probability and summedhe resulting expected utility is a
preference index for the action choices. Actionices are ranked according to their level of
expected utility, with the highest value being masferred.
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The goal function is specified as:

max EU(x):ZU(xﬁ)P(s), j=12,...n 12

J
where the probability function is a distinct dibtition and the notation is defined above.

The expected utility model clearly explains a decismaker’s perception of the amount of
uncertainty involved and his or her attitude towadditional income. The amount of
uncertainty is reflected by the decision makerestations, which are expressed as
probability density functions based on the subyectr objective concepts of probability.
The amount of uncertainty and other characterisagsociated with the action choices are
valued by the decision makers according to theiquas attitudes, as they are encapsulated in
the utility function (Robisort al, 1984).

Axioms of the expected utility theory

The EUM is based on a theorem derived from a setxaims about individual behaviour.
Details of this can be found in the works of VonuNeann and Morgenstern (1947). The
axioms are considered conditions or assumptionsoef people behave: they amount to a
general assumption that people are rational andsist@mt in choosing among risky
alternatives. If the axioms hold, the theoremdat that an optimal risky choice is based on
the maximization of EU. The axioms are necessadysaifficient for the EU representation

U(.) over the preferences. The set axioms are asasilo

1. Ordering of choices: For any two actions chaid@s and D,, the decision maker
either prefersD, to D,, or prefersD, to D,. However, there is a possibility that
neither D, nor D, is preferred (i.e. the decision maker is indifférbetweenD, to

D,.

2. Transitivity among choices: D, is preferred td®,, and D, is preferred toD,, then

D, must be preferred t®,.
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3. Continuity: If D, is preferred t®,, and D, is preferred t®,, then some probability
P exists that the decision is indifferent to havibg for certain or receivindd; with
probability P and D, with probabilityl—P). Thus D, is the certainty equivalent
of PA+@—-P)A,. Continuity means that small changes in probiaslido not change

the nature of ordering between two lotteries (Mate, Whinston & Green, 1995).

4. Independence: 1D, is preferred toD, and D, is some other risky choice, then the
decision maker will prefer D, and D, as outcomes to D, and

D,whenP(A) =P(A). It is the independence axiom that gives the rthets

empirical content and power in determining ratidmathaviour (Robisoet al,, 1984).

According to Hey (1979), if a decision maker ob#asse axioms (and several others that can
be more technical), a utility function can be fotated that reflects the decision maker’s

preferences.

Theoretical measuref risk preference

Pratt (1964) and Arrow (1965) independently sugggsineasuring an individual's risk
aversion by dividing the second derivative of thiéty function by the first derivative. Two

measures have resulted. One is a measure of absskiaversion:

_-U'(x)
R.(X) = A-(X) 2.2

The other is a measure of relative risk aversion:
R()=-xY (X)U'(X) .23

WhereU (X) is the expected utility function with properties >0 andU" <0, andU  and

U are the first and second order derivative of thpeeted utility function, andk is the

wealth or income positionR,(X) is the change in marginal utility per unit of ocurtee space
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(Raskin & Cochran, 1986). IR,(x)< 0, = 0 or > 0, then the individual is risk-seakinisk-

neutral and risk-averse respectively.

A risk-averse decision maker would display decrgas{non-increasing) absolute risk
aversion for increases in (Pratt, 1964; Arrow, 1971). Mas-Colel al. (1995) stated that a
risk-averse individual with decreasing relativekrassersion will exhibit decreasing absolute
risk aversion, but the converse does not necegdanid. Menezes and Hanson (1970)
proposed a related measure of risk aversion reféaas partial relative risk aversion based
on the work of Pratt (1964) and Arrow (1971). sldiefined as:

—tU (x+t)

. . 2.4
U (x+t)

P(x,t) =

WhereU (x) and x are as defined above ahds income associated with a new prospect that

is increasingly risky for increases in its payoM.enezes and Hanson (1970) and Binswanger
(1980) hypothesized that a risk-averse decisionemakould display increasing (non-

decreasing) partial relative risk aversion for @ages in the prospett

To this end, the axioms are assumptions in choosgkgalternatives and describe how a
rational individual should behave. If an indivitlwdeys the expected utility axioms, then a
utility function can be formulated that reflectsetindividual preferences (Robisat al,

1984). In addition, an individual's risk attitude®n be inferred from the shape of the
individual’s utility function. The predictive powef expected utility theory is tested through
experiments or inferences made from actual obseeeedomic behaviour. Since the work
of Von Neumann and Morgenstern (1947), the expeatidity model has been the dominant
model in predicting choice behaviour under riskevBrtheless, expected utility theory has
come under criticism (Rabin and Thaler, 2001; Allgi984; Rabin, 2000). The subjected
expected utility (SEU) hypothesis, however, remathe most appropriate theory for

prescriptive assessment of risky choices (Hardakal 2004; Meyer, 2001).

2.4  Certainty equivalent and risk premium

According to Hardakeet al. (2004), the partial ordering of alternatives Iiity values is the
same as partial ordering them by certainty equintal€E). Hoag (2009) defined CE “as the
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‘certain’ amount that a person would have to bel paigive up the potential payoff from a
risky activity”. The CE of a risky prospect is tlsere sum with the same utility as the
expected utility of the prospect (Hardalaral, 2004). That is to say, for a given utility
function, it is the point mass at which the indivadl is indifferent between the value and the
risky outcome: the estimated CE is classically thas the expected money value (EMV) and
greater than or equal to the minimum value forsk-gverse individual which is usually the
normal case. The risk premium (RP) is equal toEMY of the risky event minus its CE

(Hoag, 2009). Sola (2010) also defined risk preamias the amount of money that an
individual is willing to pay to avoid a risky oute®. As mentioned earlier, partial ordering
of alternatives by utility values is the same asgtiglordering them by (CE): it is more

convenient to convert the utilities to CE valueddiing the inverse of the function:
CE(x, r(x)) =U ™ (x,r(x)) o5

Given an exponential utility function, CE is defthey Hardakeret al (2004) and Grové
(2007) as:

CE(,r,())=In (%Zn: exper, (X, )jram
| .. 2.6

Wherer,(X) is a specific absolute risk aversion coefficiemis a random sample size from a

risky alternativex.

The alternatives which have the highest or equgldst CE values for some value in the

range ofr,(X) are utility efficient.

2.5 Sources of risk and responses to risk in agriculture

The sources of risk vary from one region to anqgtheralso the responses to risk are unique

to a particular region.

2.5.1 Types and sources of risk in agriculture

According to Boehlje (2002), risk sources can lassified as tactical or operational, which

comprise business, financial and strategic riskBe focus of strategic risk is the sensitivity
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of the strategic direction and the ultimate susbépy of a firm to uncertainties in the
business climate. The uncertainties include malitigovernment policy, macro-economic,
social and natural contingencies, industry dynanmeslving input markets, and competitive

and technological uncertainties.

This study uses the classification of Musser anuidka(2002), Hardakeet al (2004), and
Drollete (2009) who classified the types and samiroé risk into five types, namely

production, price, institutional, personal and finel risk.

Production risk is a random variability inherent in a farm’s protian process. The major
sources of production risk are weather, diseasdgast infestations, which cause variation
in crop yields and in livestock and poultry prodoot(Hardakeret al., 2004; LeBel, 2003;
Musser & Patrick, 2002; Drollete, 2009). Sonka #&adrick (1984) have opined that fire,
wind, theft and casualties are other sources afymiion risk.

Price or market risk is related to the variations in commaodity priced guantities that can
be marketed (OECD, 2009). Price or market dak occur owing to imperfect knowledge
about input and output prices (LeBel, 2003; Drell&2009). Prices of farm outputs are rarely
known for certain at the time that a farmer muskendecisions about how much of which
inputs to use or what and how much of differendpiais to produce (Hardaket al.,1997).
Short-run fluctuations in input prices can causasaterable income losses and cash
shortfalls (Sonka & Patrick, 1984).

Institutional risk is concerned with changes in the rules that aff@erh production which
can have far-reaching implications for profitalyilfHardakeret al, 2004). The major source
of institutional risk emanates from the governm@mBel, 2003). For example, while
legislation on price control can lower farmers’onte in the face of increasing demand for
their products, price support on the other handdchelp stabilize their income in the face of
low prices owing to a decline in demand. Furtheenavhile legislation on production
control may help in regulating production and sypplthe market leading to stable income,
an abrogation of such a law could result in opeasiiplications.

Human resource risk is the threat that owners, family, and/or empley®ell not be
available for farm labour and management (Muss@&adfick, 2002). Hardaket al (2004)
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have stated that farm business operators may beraesof risk for the profitability of the
farm business. Major life predicaments, such athdef the owner, prolonged illness of one
of the principals, and carelessness by the farmdaron workers in handling livestock or
using machinery may lead to significant losseshi farm business (Drollete, 2009). The
aggregate effect of production, market, institugioand personal risk is calldaisiness risk

It occurs when there is variation in income leglardakeret al.,2004).

Financial risk results from the method of financing the farm hass. Financial risk is
unexpected risk in interest rate changes on bowtoweds or unavailability of loans from
financial institutions (Drollete, 2009). The use§ outside finance in financing farm
enterprises expose farmers to financial risk. hara risk is concretely manifested when
enterprise profitability (rate of return) is ledsah the cost of capital. It multiplies with
financial leverage ratio (debt/equity ratio) andsitnversely related to profitability (Hardaker
et al.,2004). They added that the use of credit in fausiress is associated with financial
risk. The most significant of these are unexpeabedeases in interest rates on borrowed
funds, the unanticipated calling-in of a loan bg tender and the possible unavailability of

loan finance when needed.

Various factors contribute to the risk, for examgéstation lag, biological nature of farming
and the farming firm. Research has shown thatdsarfailures of rural households, policy
shocks, death and illness of livestock, high yegrgld fluctuations (in monetary term) per
unit of land/crop, yield variability, output priceand input cost, diseases, and insect
infestations have been experienced by farmers (@De2002; Patrick, Peiter, Knight, Coble,
& Baquet 2007).

2.5.2 Responses to risk in agriculture

The choice of risk management strategies is acditfdecision which a farmer must make in
order to alleviate or ease risk (Cobble, HeifnerZ&niga, 2000). Several authors have
identified a variety of risk management strategi8s®me of the following, among others, are
used by the farmers: enterprise diversificatiompcinsuranceEsusu(Yoruba language) or

Adashe (Hausa language), which meamsvolving contributed cash; forward marketing
techniques, such as future options and cash forwardracts; sequential marketing, i.e.

marketing several times per year; direct salesottsgmers; controlling and limiting debt;
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off-farm work and investments; controlling familgr.sumptions; strategic business planning;
keeping cash at hand; and the use of extensionicesnand farmers’ cooperatives
(Meuwissenet al, 2001; Musser & Patrick, 2002; Alimi & Ayanwal20p05; Salimonu &
Falusi, 2009). For example, diversification andatelgic planning are used to combat
production risk. Crop insurandésusu(Yoruba language), controlling and limiting del; o
farm work and investments, and cash at hand acttosaitigate financial risk. Price/market
risk is combated with sequential, forward marketiagd direct sales to consumers.
Cooperatives and extension services are assosiétednitigation of institutional risk.

2.6 Applied research on risk attitudes, risk sources and management
strategies

Several researchers (Binswanger, 1980; AndersdignD& Hardaker, 1977; Roumassett,
1973; Shahabuddin, Mestelman & Feeny, 1986) hap#eapdifferent methods to measure
risk of individual farmers. These researchersdsity used the utility-based and security-
based models. The expected utility is the standaodel for analysing decision making
under uncertainty (Tuthil & Frechette, 2002). Rualaind Thaler (2001) argued that the
manner in which risk is characterized in the expecttility model leads to illogical
conclusions. This is the major criticism of thalityt theory. Despite its limitations, the
utility theory has remained the most suitable thiefar prescriptive assessment of risky
choices (Hardakest al, 2004; Meyer, 2001).

Tuthil and Frechette (2002) have presented thteenaltives to overcome the problems of the
expected utility model. The alternatives are wedghexpected utility, rank dependent utility
and cumulative prospect theory. The three alterestare capable of accommodating the
common consequence effect and are thus able taiexible so-called Allias paradox. The
utility theory has,inter alia, been used by Ferrer, Hoag and Nieuwoudt (199@); &hd
Laury (2002), Yesuf and Bluffstone (2009), and Kméa(2010).

The safety-based utility rules can be defined m#e of gains and losses arising from a
simple prospect, or in terms of final income. ilation of the safety-based utility method
is that very rarely do the proponents consideritii@mation required of the analysts who

attempt to make predictions for an individual agraup of individuals (Binswanger, 1980).
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According to Binswanger (1980), the safety-basddsrare safety-fix, safety principle and

lexicographic rules (LSF). For details of the exations, see Binswanger (1980).

Demiryuriirek, Ceyhan, and Ba3la (2012) classified the methods of eliciting riskitattes

of farmers into two categories, namely the expenit@legambling method and the indirect
approach. According to Dillon and Scandizzo (19@8§ Binswanger (1980, 1981), the
experimental gambling method is based on altereativoices between certain and risky
alternatives which can be either hypothetical at.relrhe experimental approach gives more
reliable estimates of risk aversion than the iradirapproach (Binswanger, 1980). The
indirect approach is based on deducing attitudesgsitoby comparing observed economic
behaviour to predicted behaviour under a theodetro@del of profit maximisation
(Binswanger 1978; Knighdt al., 2003; Demiryurirelet al, 2012). In this literature review,
most of the international studies used the experiaigambling method (Ferret al, 1997;
Gunjal & Legault, 1995; Binicet al, 2003).

Based on previous outline, some of the literatureisk is discussed next.

2.6.1 International studies

Binswanger (1980) examined the attitude toward instural India. The researcher used two
methods: an interview method, eliciting certaingigalents and an experimental gambling
approach with real payoffs. Two hundred and fertigjects were involved in the risk attitude
experiment. The result interpreted from the ytiftamework showed that all but one of 118
individuals had non-linear, risk-averse utility @tions, which exhibit increasing partial risk
aversion. At high payoff levels, almost all thégcts are moderately risk-averse with slight
variation based on personal characteristics. Rigksion reduces slightly as wealth level
increases but its effect is not statistically sigant. The interview method results were
completely different with the experimental measurésisk aversion owing to interviewer

bias.

Bruntrup (2000) measured the risk aversion of fasme northern Benin, western Africa,
using an experimental gambling approach. Farmfeali sncluded regions and ethnic groups
were found to be severely risk averse: if meas@aed-score (level of trade-off between
expected gain and its standard deviation) the geersgsk aversion was 0.5-1. Regional

origin, ethnic group and household internal faciwese of low importance for the degree of
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risk aversion. Such strong risk aversion has tatdb@n into account in any economic

assessment if useful predictions of innovation &éidapor policy response are to be expected.

Holt and Laury(2002) examined risk aversion and incentive effediising a simple lottery
choice experiment, the researchers measured tmeedefjrisk aversion over a wide range of
payoffs. They also compared behaviours under ingtictal and real incentives. The results
reveal that “with normal” laboratory payoffs of se&l dollars, most of the respondents are
risk averse and few are risk loving. Two-thirdstloé subjects exhibited risk aversion at the
low payoff level. When payoffs are actually paiddash, risk aversion increases sharply
when payoffs are scaled up by factors of 20, 509%hd The behaviour of the subject is not
affected when hypothetical payoffs are scaled up.

Yesuf and Bluffstone (2009) investigated poverigk aversion, and path dependence in low-
income countries using an experimental method. sSthéy was conducted in Ethiopia. The
results depict that subjects become more risk avess payoffs increase which imply
increasing partial risk aversion. Twenty-eight pent of the respondents were severely to
extremely risk averse, which implies extremely higtk aversion at relatively larger stakes.
A comparison of risk aversion by oxen holdings shbat there is a statistically significant
difference in risk behaviour depending on oxen asii@, with wealthier households having
lower levels of risk aversion. The results frone firobit model estimates revealed that the
estimated coefficients for a number of wealth catieg in the form of oxen, total domestic
animals, cash or land tended to reduce severe atrdnee risk aversion and moved
respondents into less risk-averse categories.

Kouameé (2010) investigated the risk, risk aversiod choice of risk management strategies
by cocoa farmers in western Cote D’lvoire. Expenital gambling and a probit model were
used to achieve the objectives of the study. Témults show that the farmers exhibit
moderate risk aversion. The subjects were moile aierse as the size of the payoff
increases, which depicts increasing partial riskrsion. The most important risk sources
were output (cocoa) price fluctuation, pests/dissasd input access risk. Aboutlo®f the
producers utilised precautionary savings%i@&ere members of social networks while¥33
used crop diversification as risk management gjrase The results from the multivariate
probit model showed that farm size, literacy, @fih employment, cocoa price risk and risk
aversion were the factors that significantly aféekctdoption of crop diversification in the
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study area. For the precautionary savings, thd sigsificant variables were farm size, land
ownership, farming experience, household size,fafih employment, pests/diseases of
cocoa plant, input access, and illness/death ofemlmer of the house, risk aversion and
farmer’'s access to information. Farm size, litgraexperience, household size, off-farm
employment, input access, illness/death and risérséon were the variables that were

significant in the social network participation.

Risk preferences of Kwazulu-Natal commercial sugare farmers were examined by Ferrer
et al.(1997). The researchers used a direct elicitaifartility approach. The result revealed
that of the 53 farmers surveyed, 2 refused to @pdie in lottery games for religious or
moral reasons. Of the remaining respondent8p,530% and 136 were risk averse, risk
neutral and risk preferring, respectively. Eveouih risk preferences vary significantly
among individual farmers, on average they were aigrse. With increasing gamble payoff

range, the farmers exhibit increasing absoluteaisksion at a decreasing rate.

Risk Preferences of Dairy and Hog Producers in @uelere examined by Gunjal and
Legault (1995). The direct elicitation of utilitnethod was employed to determine
producers' degrees of risk aversion. The Delpbcgss was used to obtain more refined and
realistic responses. The findings suggested tmatrisk preferences of the farmers were
highly diverse. The percentage of risk-taking farsnranged from @& to 23%, depending
upon the level of investment and the nature ofehterprise. On average, the majority of
farmers in both groups were found to be risk avers#og producers were found to be
consistently more risk averse than dairy produckesed on the differences between the
means, as well as frequency distributions, althaugihall cases were significant. Moreover,
the gap between the two groups widened as the levehvestment increased. The
implications of this result are that the stabilifyfarm income owing to supply management
in dairy sector might facilitate investments of igegp risk (for example, adoption of a new
technology) more so than it would in the hog sector

Binici et al. (2003) investigated the risk attitudes of farmerserms of risk aversion for the
lower Seyhan plain farmers in Adana province, TurkeThe equally likely certainty
equivalent (ELCE) model was used to determine thenérs’ risk preferences. The

parameters estimated from the cubic, negative eqcal, power and expo-power utility
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functions were used to determine the Arrow-Praéfficient of absolute risk aversion. The

results indicated that 94 of the farmers were risk averse.

Ceyhan and Demirylre2009) compared the attitudes to risk of organid ann-organic
hazelnut producers in the Samsun province of TurkBlye ELCE model was used to elicit
utility from 64 randomly selected non-organic proeits and all organic hazelnut producers

(39). The Arrow-Pratt risk aversion coefficier(ra(w)) was used to measure the degree of

risk aversion. It was found that organic hazejmatducers were more risk-taking compared
to non-organic producers. The mean absolute nsks@on coefficients were 3.03 and 2.38
for non-organic and organic producers respectivelihe factors that influenced farmers’
conversion from non-organic to organic hazelnutdpation in the study area were the
educational level of the farmers, farm income, Ito&pital, time allocated outside the farm,

farm land, hazelnut orchard size, plot number aehaut orchard, and total information.

Shahabuddiret al (1986) investigated peasant behaviour toward aisét socio-economic
and structural characteristics of farm househald8angladesh. They used an expression
capturing peasant behaviour towards risk in a $d&fast model. The risk coefficients for
the majority of the farmers were negative, whiclplied that they should have “risk-averse”
behaviour, although many households displayed igegiisk coefficients. In this situation, it
was rational for the farmers to “gamble” on riskiemops. The risk coefficients were
significantly related to a set of important socaeomic and structural variables of the
farmers in Bangladesh. Particularly the coeffitsenf the major explanatory variables,
family size, farm size and off-farm income had #wpected signs and were statistically
significant for one of the regions (i.e. Sylhet imeg considered. There were mixed
relationships between the socio-economic variakled structural variables in the other

regions.

The risk and risk management strategies of Dutebstock farmers were investigated by
Meuwissenet al (2001). Factor analysis and multiple regressiene used to analyse the
data. The results revealed that the farmers pexdeprice and production risk as the
important sources of risk. The relevant strateggnanage risk was insurance. The multiple
regression result by Meuwissenal (2001) showed that gross income, solvency, fama s
and farmers’ education significantly related to taemers’ relative risk attitudes. For the

factor analysis results, the researchers found faatily health, finances, legislation,
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production and change were the risk factors. Theagement strategies factors were price
risk reduction, insurance, diversification and agrtincome. The authors concluded that
although risk perceptions were very personal, &selts provided insight for policy makers,
advisers, developers and sellers of new risk managestrategies.

Lien, Flaten, Ebbesvik, Koesling and Valle (2008)dsed the goals, relative risk attitudes,
sources of risk and risk management responses arogganic and conventional dairy
farmers. The sample size constituted 370 convealtiand 160 organic dairy farmers in
Norway. The results showed that the average ocganiner was less risk averse. The most
important source of risk for both organic and comianal production system was
institutional risk. Forage yield risk was expeded more among organic farmers. The most
important risk management strategy in the two gsoap farmers was diversification and

different kinds of flexibility.

Perceptions of key business and financial risktalye-scale sugarcane farmers in KwaZulu-
Natal were investigated by MacNicol, Ortman and&ef2007). The researchers used factor
analysis to identify the dimensions of risk souroéghe large-scale sugarcane farmers. The
farmers ranked land reform, labour legislation ¢sHpeally minimum wages), crop price
variability, changes in input costs and crop yightiability as the five most important
sources of risk. The important risk source facteese macroeconomic and political index,
legislation index, labour and inputs index, humaapi@l and credit access index,
management index and water rights index. The relsees recommended that transparency
should be maintained in dealing with land reforsues and also the creation of an enabling

business environment that would reduce risk anémaiaty for production.

Le and Cheong (2009) measured risk levels andaeffiof risk management strategies in
Vietnamese catfish farming. Farmers’ perceptiofisrisk and risk management were
analysed using descriptive statistics. The reseltsaled that the most important sources of
risk were price variability, cost of operating iipuhigh fish death rates owing to diseases
and low quality of fingerlings. The most importamtk management strategies that the
farmers perceived were farm management, diseasengiren, and selecting good quality
inputs (water source, feed and fingerlings). Agadion of price risk reduction strategies

were not perceived as relevant strategies to tineciia.
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2.6.2 Nigerian studies

Risk aversion among poultry egg producers in sauistern Nigeria, using a safety-first
behaviour model, was examined by Ajetumobi and 8mate (2006). The results showed
that 6% of the poultry farmers had a medium level of ai@r to risk, while about % had
high level of risk aversion. The risk premiums &éow, encouraging the use of the feeds
under safety-first behaviour. The regression te@yealed that family size of the farmers,
capacity of deep litter, cost of veterinary sersjceost of construction of deep litter and cost
of land were significant in explaining the risk bieg capacity of the poultry farmers.

Ogunniyi and Ojedokun (2012) investigated the potida risk of rice farmers in Kwara
State, Nigeria. A Safety First model was usedst®esas the risk attitudes of the farmers. The
results revealed that #6 of the farmers were intermediate risk averse thatl 13% were
low risk averse. Eight per cent and two per centewesk preferring and high risk averse,
respectively. The household size, education, éxpee and farm size had a statistically
significant influence on risk attitudes of the fams The coefficients for education and
experience were negative, implying that more edtand experienced farmers would be
less willing to bear risk than less educated anges&nced ones. Household size had a
positive and statistically significant influence ask attitude of the farmers, meaning that
larger households had a higher potential for dgahith risk than smaller households did.
Farm size had a positive and statistically sigaffiicinfluence on risk attitude of the farmers,
implying that attitude to risk increased with in@ses in farm size. The researchers also
examined the sources of risk and risk coping dgraseof the rice farmers. The results
showed that the most severe sources of risk weu f(natural risk), bush fire and civil
disorder (social risk), price fluctuation (economisk), inadequate fertiliser, poor soll
condition and lack of improved seed (technical)triskhe coping strategies that farmers used
to combat the risk sources were education, mixedifay, special diversification, cultivation
flexibilities, price support system, cooperativecisty and extension services, in order of

importance.

Attitudes towards risk among maize farmers in thg shvannah zone of Nigeria were

analysed by Olarindeet al (2007). The researchers applied econometric asalys

guantitatively determine the individual risk atties of the sampled maize farmers. The

extent of the risk attitudes were then made théslfas categorizing the farmers into three
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groups of low, intermediate and high risk avers&méarmers. This categorisation formed a
necessary condition for improving the typology lod farmers, which was hypothesised to be
influenced by socio-economic, demographic and o#xéninsic “risk factor”. The typology
was essentially made possible by discriminant aeslywhich re-categorised the farmers into
their appropriate risk groups. The findings reedalhat about &, 42% and 5@%6 of the
farmers were low, intermediately and highly aversenaize risk, respectively. About 72

of the hypothesised variables were found to bearsple for the risk aversion among the
sampled farmers. These variables were the base mdlicy recommendation to address
issues generated by the four types of risks idedtiin maize production, namely natural,
social, economic and technical risks. These aportant for harnessing crop technology and

to alleviate hunger and poverty in Africa.

Alimi and Ayanwale (2005) studied the risk and riskanagement strategies in onion
production in Kebbi State of Nigeria. Frequencygtibutions, importance indices and a
portfolio model were used to analyse the data. Tésults showed that drought,
pest/diseases, input price, output price, theftlaokl of capital were the most important risk
sources in the study area. Ranking of risk soudofethe respondents using importance
indices revealed that output price was the mostomapt risk source. The farmers used
native safeguards, such as fencing, guards (watchamel native medicine (juju), as a means
of reducing social risk by scaring off thieves amdventing theft. Diversification was used
as a means of stabilizing farm household incomeghwimvolved deriving income from two
or more activities or enterprises. Forty-six pentcof the respondents engaged in non-farm
activities apart from farming where they earned-faam income. All the onion farmers
practiced enterprise diversification by combiningiom production with other vegetable
crops, such as tomatoes, peppers, potatoes ane.m8&izategic means of reducing market
risk were not available. The portfolio model asédyof the diversification strategy indicated

that the farmers were not efficient in their entesg combination.

From these reviews, it is evident that the uséefexperimental approach to estimate the risk
attitude of farmers in Nigeria has not yet beenedorHence, there is a need to fill this
knowledge gap. Research, however, has been dtemationally using the experimental
approach. The Safety First Behaviour model has lbeécised because of the fact that it is

difficult to determine the relative influence ofki and other factors on the decisions of the
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individual (Binswanger, 1980). The econometricdgta of portfolio behaviour have the
advantage of being more realistic, but the apprdeshbeen questioned because it does not
produce very detailed information (Bardsely & Hsyr1987). The experimental approach is
a more reliable method of estimating risk avergB®imswanger, 1980). Accordingly there is
need to investigate the risk attitudes of the fasne Nigeria using the experimental method,
which is a more reliable approach. The knowledgeegated should be suitable for guiding
policy makers, advisers and extension agents infadhaulation of programmes that will

improve farmers’ productivity.

2.7 Farm efficiency
2.7.1 Definition and types of efficiency

Fried, Lovel and Schmidt (2008) have defined edficy as a comparison between observed
and optimal value of output and input. Efficiensymproved if more outputs are generated
without changing inputs, or if the same outputs gererated with fewer inputs. According
to Bravo-Ureta and Rieger (1991), substantial resesican be saved through efficiency
measurement. The importance of efficiency wasliggted by Ajibefun (2008) and Fregt

al. (2008): “Firstly, it is a success indicator anetfprmance measure by which production
units are evaluated. Secondly, the exploring ofoliygsis relating to the sources of efficiency
differential can only be possible by measuringogfficy and separating its effects from the
effects of the production environment. Thirdly, ntiécation of sources of inefficiency is
important to the public and private organisatiofiqgies designed to enhance performance”
(Ajibefun, 2008: 96). In general, efficiency indtes the inputs — output relationship of the
production function which defines the possible corabons of inputs and the resulting
outputs (Hollingsworth & Peacock, 2008). The sabjef efficiency measurement started
with Farrell (1957) who proposed a measure of ffieiency of a farm that consists of two

components: technical and allocative efficiency.

Allocative efficiency in input selection involveglscting that mix of inputs (such as land,
labour and capital) which produce a given quarityoutput at minimum cost (given the
input prices which prevail) (Coelli, Prasada Rod)@nnell & Battese, 2005). Technical
efficiency is defined as the ability of a firm tdtain maximum output from a given set of
inputs (Farrell, 1957). Economic efficiency oraiogfficiency is the product of technical and
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allocative efficiencies (Coellet al., 2005; Coelli, 1996). Economic efficiency can als®
defined as the ability of a farm to achieve thehbgg possible profit, given the prices and

levels of output prices of that farm (Bagi, 1982).

2.7.2 Measuring farm efficiency

As an introduction, some items in the literatureapproaches to measuring farm efficiency
are briefly presented here. Farm efficiency cannieasured using Data Envelopment
Analyses (DEA) or Stochastic Frontier (SF) methodgich involve mathematical

programming and econometric methods respectivebel{Cet al, 2005). These techniques
are broadly categorized into two approaches: parayand non-parametric. The parametric
SF approach and the non-parametric DEA approactaff8ia, 2002) are the most popular
techniques used in efficiency analysis. Aletal (2006) stated that additional alternatives,
such as Parametric Distance Functions (PDF), hdse heen available since their
development by Shephard (1953, 1970), although #reynot as popular as the former

methods.

The three methods have their advantages and distadys. The advantages of the SF
approach are that it takes into account randomreraod random variables and permits
statistical tests of hypotheses pertaining to pctdao structure and degree of inefficiency
(Coelli, Prasada Rao & Battese, 1998). The SFagmpr is also appropriate for agricultural
application, especially in developing countries mhéhe data are heavily influenced by
measurement errors and the effects of weather (8ek@03). The main criticism of the SF
model, as pointed out by Coedit al (1998), is the absence of genagbriori justification

for the selection of any particular distributiof@atm for the random variables.

The main advantage of the PDF method is that nmpti, multi-output technology can be
specified when price information is not availablat lxost, profit or revenue function
representations are precluded because of violatbtise required behavioural assumptions
(Aleneet al, 2006).

Assumptions regarding the functional form of thedurction function or distribution of error
term are not needed in DEA (Coelli, 1996; Sarafi@@02; Andreu & Grunnewald, 2006;
Cooper, Seiford & Tone, 2007). Thus, the questbmis-specifying the frontier does not

arise, which is one of the advantages of DEA whampmared to SFA. DEA can be applied
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for multi-output and multi-input data. Another aatage of DEA is that it works well with
small samples (Pasiouras, Sifodaskalakis & ZopasnitD11). A disadvantage of the DEA
approach is that it does not take into accountptbesible influence of measurement errors
and other noise upon the frontier; all deviatiamsf the frontier are assumed to be the result
of technical inefficiency (Coelliet al, 1998; Sarafidis, 2002). This limitation can be
overcome by applying the bootstrap procedure toecorthe bias in DEA estimators of
technical efficiency and establish their confidenderval (Simar and Wilson, 1998, 2000).
DEA is also sensitive to outliers. Outliers cansmproblems in both DEA and SFA, but for
different reasons: while with DEA it is probablefiod too much inefficiency in the sample,
SFA can fail to discover any inefficiency at allThe solution to this limitation in both
approaches is to remove the outliers from the amalgnd proceed without them. In this
study, DEA will be used in order to obtain mordaiele estimates of the efficiency levels of
the farmers. DEA will also be used because ofgplicability in multi-output and multi-

input data as it relates to the monocropping atefénopping systems of this study.

Coelli et al (2005) explained two types of orientation measuneput-orientated measures

and output-orientated measures. The input-oriedtichnical efficiency measures indicate
the amount by which input quantities can be propoaily reduced without changing the

output quantities produced. The output-orientateebsure answers the question of the
amount of output quantities to be proportionallp@xded, using the same quantities of input.
In the current study on the efficiency of farmarKiebbi State, the input orientated measure
will be used, since farmers do not have controk ¢dkie output. The concern in this study is

to improve the efficiency level of farmers, givémretexisting technology set.

The absence of an error or stochastic disturbagire in DEA means that standard errors
(and therefore, confidence intervals) cannot banesed, which is a serious econometric
problem. Advances in DEA literature include usimgptstrap to establish the confidence
interval of technical efficiency (Simar & WilsonDQ0). Bootstrap will be used to construct
confidence intervals for this study. Unlike thedtastic frontier model, DEA does not give
an estimate of a farmer’s specific variables tHétca efficiency. This, however, can be
estimated using the Tobit model or ordinary leagtase regression (Ajibefun, 2008; Gul,
Koc, Dagistan, Akpinar & Parlakay, 2009; Binam, I8yIDiarra & Nyambi, 2003; Hoff,
2007).
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2.7.3 The metafrontier model

Metafrontier production function was first propodgdHayami (1969), followed by Hayami

and Ruttan, (1970, 1971), with the aim of examining causes of agricultural productivity
differences among developed countries. The relemcassumed that the technological
possibilities available to all agricultural produsein different countries could be

characterised by the same production function, iyathe meta-production function. It is

important to note that the framework of the metadpiction function does not necessarily
imply that all producers operate on a universatipotion function.

Meta-production function approach is used to compagricultural productivity across
countries (Hayami & Ruttan 1970, 1971). The cohegjses from the fact that the efficiency
levels measured relative to one frontier cannotdrapared with efficiency levels measured
relative to another frontier (O’Donnadt al, 2008; Huang, Chiang, Chen & Chiu, 2010).

The meta-production function approach has an adgenin that the data collected from
different countries have the capacity of variationthe dependent and independent variables
and the number of observations can be dramatidallyeased. However, the major
limitations of this approach are the incomparapilitf data, specification of production
function and the differences in the basic econanidronment (Huangt al, 2010).

Metafrontier technique was recently proposed byté3at Rao and O’Donnell (2004). This
approach allows for the calculation of technicalicefncies for farms operating under
different technologies, as well as the metatechmoltyap ratio, which measures the extent to

which the technology frontier of individual grougeviate from the metafrontier.

The concept of metatechnology is based on the sirhgpothesis that all countries have
potential access to the same technology and itvallfor the comparisons of production

efficiencies among producers operating under diffetechnologies (Huargg al, 2010).

Recently, O’'Donnekt al (2008) developed a framework for making efficigigomparisons

across groups of firms. In this framework, efffmg is measured relative to a common

metafrontier, which is defined as the boundaryrotiarestricted technology set. Tawoup

frontiers are defined as the boundaries of a msttitechnology set. The restrictions arise

owing to the differences in human and financialitsdyge.g. quality of labour force, access to
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income, savings), economic infrastructure (e.g.esscto markets), resource endowments
(e.g. soil quality, climate of the region) and atpaysical, social and economic environment
factors in the production environment (O’Donnetl al, 2008; Heshmati, Lee & Hwang,

2012). It is worth noting that the metafrontievelops the group frontier such that the group

frontier lies below the metafrontier (O’'Donnell al, 2008; Huangt al, 2010)

O’Donnell et al (2008) have mentioned that efficiencies measureldtive to the
metafrontier can be decomposed into two compontras measure the distance from an
input-output point to the group frontier. This described as the common measure of
technical efficiency and a component that meastireglistance between the group frontier
and the metafrontier, which represent the resteatiature of the production environment.

Programmes for performance improvement are desigmaeh information on technical
efficiency estimates are known. Estimates from rhetatechnology ratio can be used by
policy makers to design policies/programmes thatcconprove the performance of the farm
enterprise. Such programmes, according to O’'Ddratedl. (2008), will involve changes in

the production environment.

2.8 Review of efficiency studies
2.8.1 Factors affecting farm efficiency

Some of the factors influencing technical ineffiig include age of the farmer, years of
experience, education of household head, risk mrerdarm size, land fragmentation,
extension services, access to credit, ownershipxeh, labour, household size, gender and

seed. These factors are discussed next.

Age of the farmer

Increasing age is expected to lead to a reductiahe level of technical efficiency. Older
farmers will have less physical efforts to put irth@ir farming. Ajibefun and Abdulkari
(2004), Ajibefun (2006), Ogundele (2003), and Quitand Arene (2010) have stated that age
of farming household heads have an inverse rekttipnwith productivity of farmers in
Nigeria. They argued that this was understandsiolee it was expected that as a farming

household head becomes older, the farmer’s prodtycivould decline. Similar results were
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obtained by Gulket al (2009) for Turkey and Dhehibi, Lachaal, Ellouraihd Messaoudi
(2007) for Tunisia. Younger farmers are more kremgeable about new practices and may
be more willing to bear risk owing to longer plampihorizons (Polson & Spencer, 1991).
Other researchers have found that age increadesdatefficiency (Msuya, Hisano & Natriu,
2008); Amos, 2007). It is believed that experienoereases with age and resource

endowment, hence giving an increase in efficiency.

Years of farming experience

Experience is the first determinant of profitalyiliecause it can inform farmers to adjust to
changing economic conditions and adopt the mostiefit cultural practice (Yusuf, 2007).
Years of farming experience increase as the aggedirmer increases. Studies conducted in
the humid forest and moist savannah agro-ecologrmales of Nigeria showed that
productivity was positively associated with morepesience in farming (Ajibefun &
Abdulkadri 2004; Ajibefun, 2006; Idjesa, 2007; Ogiyn & Ojedokun, 2012). Farming
experience has positive effect on the farmer'sedficy (Yusuf & Malomo, 2007; Abdulai &
Eberlin, 2001). Guet al (2009) and Ogisi O'raye, Chukwuji, ChristopheD&niel (2012)
also found that farming experience has a positifeceon technical efficiency among cotton

farmers in Cukurova region, Turkey and rice farmermsigeria, respectively.
Education of household head

The education of the household head has a posfieet on farm efficiency (Abdulai &
Eberlin, 2001; Dhehibét al, 2007; Gulet al, 2009; Soliet al.,2009; Kyei, Foli & Ankoh,
2011; Ogisiet al, 2012). Education enhances the adoption of iations and thus increases
efficiency. In the same vein, Amaza (2000), AjaBD@0), Adeoti (2002), Ajibefun and
Abdulkadri (2004), Ajibefun (2006), Yusuf and Malon{2007), Akinbode, Dipeolu and
Ayinde (2011) and Ogunniyi and Ojedokun (2012) hailgpointed out that education was
key to enhancing productivity among farming housésan the humid forest, dry savannah,
moist savannah and guinea savannah agro-ecolaginak of Nigeria. Similar results were
reported by Khai and Yabe (2011), Kamruzzaman aedaietul Islam (2008) and Jordaan
(2012). A negative relationship exists between catan and technical inefficiency
(Ogundari & Ojo, 2007; Koc, Gul & Parlakay, 2011)The importance of a farmer’s

education cannot be overemphasized.
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Risk aversion

Dhungana, Nuthall and Nartea (2004) measured tbeoaaic inefficiency of Nepalese rice
farms using DEA. The researchers found that rigkrsaon coefficient had a positive
significant relationship with technical efficiencylhe researchers argued that the more risk
averse the farmers were, the more likely they werallocate farm resources under their
discretion more optimally, hence they were morénemally efficient. This is because risk-
averse farmers try to avoid wastage of resourcescdrgfully allocating their limited

resources.

Farm size

Ajibefun, Battese & Daramola (2002) studied theed®minants of technical efficiency in
small-holder food crop farming. They applied ack@stic frontier production function and
their results show that large farm size enhancextiymtivity among farmers in the dry
savannah and humid forest agro-ecological zonedigéria. Tanko and Jirgi (2008)
examined the economic efficiency among small-holdeable farmers in Kebbi State,
Nigeria. The stochastic frontier results sugge#tatifarm size had a significant influence on
farmers’ efficiency. Similar results were reportey Binamet al (2007), Gulet al (2009)
and Chirwa (2007). On the contrary, Haji (2007urfd that farm size had a negative
influence on technical efficiency. Jordaan (20fb2)nd that area harvested for raisin farmers
had a positive relationship with technical effiagn

Land fragmentation

There are two typical cases where fragmentatiotamdholding is likely to occur.When
communal property land is divided among commonans| when private property land is
inherited jointly by co-heirs (Bentley, 1987). Gatlal (2009) found that an increase in the
number of land parcels had a negative effect ohnieal efficiency. In areas where land is
fragmented, farmers walk long distances to the $aamd hence labour input on the farm is
reduced because of the time wasted in walking éoféiims, resulting in inefficient input
application (especially farmyard manure) and farwrlkwsupervision. Wadud and White
(2000) studied the farm household efficiency oerfarmers in Bangladesh and the results

showed that land fragmentation had a negative ilnpadechnical efficiency. Msuyet al
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(2008) also found similar results for farmers imZania. Land fragmentation thus impairs

agricultural efficiency.

Extension services

Extension services, if properly implemented, shaotitease the efficiency of farmers, since
farmers would obtain the knowledge of using innooreg that will improve their
productivity. One of the important factors in thstablishment of profitable agricultural
enterprises is the availability of appropriate temlbgy and extension services. Bekele
(2003) stated that most extension services in Aface oriented toward solving technical
problems and are ill equipped to address farm nme&magt or social issues that are necessary
for technology transfer and adoption. Studies heh@wvn that increase in extension contact
has a positive influence on technical efficiencyki@®ode et al, 2011, Kamruzzaman &
Hedayetul Islam, 2008; Ogist al, 2012). A contrary result was obtained by H2({7).

Access to credit

Access to credit will increase the farmer’s abiltty purchase improved inputs, farm
implements and adopt innovations. Findings fronmtéeet al (1993) suggested that credit
was much more important to emerging commercial éasmwho have adopted modern
technologies than to subsistence and sub-subststfanmers in South Africa. Tanko and
Jirgi (2008) investigated the effects of agricudtucredit on the output and profitability of
egg farms in Abia state, Nigeria: the results r&agahat agricultural credit had a positive
and significant effect on profit. Agricultural cli¢ and production efficiency in sorghum-
based cropping enterprises in Kebbi state, Nigemasa also examined by Tanko and Jirgi
(2008). The findings showed that farmers that poed with credit were technically more
efficient. A similar result was reported by Abdudend Eberlin (2001) and Maseatile (2011)
for small-scale farmers in Lesotho. Jordaan, (28d2nd that formal and informal credit has
a positive relationship with technical efficiencynang raisin producers in Eksteenskuil,
South Africa.

Ownership of oxen

The ownership of oxen is important to the livelidoaf rural people in Nigeria and in most

developing countries (Sanni, Kuswaha, Jirgi & Ba03). The use of oxen as draught
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animals is becoming popular in the northern paftiNigeria. Camels are also used for
ploughing and transport of products from the faonthie storehouse and to the market. Both
oxen and camels are used for weeding operatiorondiic differentiation among rural

households is a function of differential accesdtaught oxen, land, and available active
family labour (Bekele, 2003). Bekele reported ttet number of oxen owned has positive

influence on technical efficiency.

Labour

Roche (1988) found that the most important sucdessrmining factors for adopting new
technology are those relating to human capital endents (family labour, level of
education, experience, knowledge and farming efficy) and economic status (income, farm
size, credit use, etc.) of the farming househokhrmers in northern Nigeria utilise both
family and non-family labour (Jirgi & Baba, 2000jkival & Jirgi, 2000). Labour is an
important factor in explaining output (Saeti al, 2003). Khai and Yabe (2011) found that
intensive labour use in rice cultivation has a fesiimpact on technical efficiency. A
similar result was reported by Chirwa (2007). &am (2012) stated that a negative
relationship exist between family labour and techhiefficiency for raisin farmers in
Eksteenskuil, South Africa. The researcher explhithat family labour lowers technical

efficiency scores of the farmers, especially ineyiards that are older than 25 years of age.

Household size

Yusuf and Malomo (2007) and Binaet al (2003) reported that household size has a
negative influence on technical efficiency. Accoglio the researchers, in a situation where
the family size is large with only a small fractiohthe family members contributing to farm
labour, inefficiency in labour use can be expectédhdulai and Eberlin (2001) reported that
large families have a positive influence on techhgfficiency, when a large proportion of

family members contribute to farm work.
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Membership of cooperative society

Membership of a cooperative society has a positifeience on technical efficiency of
farmers. Membership of cooperative societies gnmembers of the cooperative more access
to inputs and information on how to improve farmmagement practices (Obageal, 2010;
Nyagakaet al, 2010).

Gender

Gender has a negative influence on efficiency (Y&Malomo, 2007; Binanet al, 2003;
Otitoju & Arena, 2010). Gender was representedldummy variable 1 if farmer is male
and O if otherwise. More men were found to be neddily efficient than their female
counterparts: the reason is that farming is lalaensive and is highly gender biased.

Seed

Seed has a positive relationship with technicatiefficy (Chirwa, 2007). Maseatile (2011)
reported that seed quality has a positive influesrcéechnical efficiency of maize farmers in
Lesotho. The quality of seed when complementeti wiher inputs increased crop vyields,

hence improving efficiency.

Fertiliser

The use of fertiliser has a positive and signiftceglationship with technical efficiency
(Chirwa, 2007). Jordaan (2012) reported that cieifit fertiliser has a negative relationship
with technical efficiency, while timely fertiliseapplication has a positive relationship with
technical efficiency. According to the researchére negative influence of sufficient
guantity of fertiliser applied shows that improvperformance does not merely depend on
fertiliser application by the farmers in EksteerigkBouth Africa. The application of the

right quantities of fertiliser occurs in combinatiwwith other management decisions.

Assets

Assets have a positive impact on technical efficyeof farmers (Haji, 2007). Farmers with
higher asset values are likely to purchase andarse inputs adequately, hence improving

their efficiency.
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2.8.2 Factors affecting cost and economic efficiency
Age

Age has a positive and significant relationship hwe farmer's economic efficiency
(Mbanasor & Kalu, 2008). Khan and Saeed (2011ndothat age has a positive and
significant relationship with the economic efficegnof tomato farmers in Northern Pakistan.
The older the farmer, the more experienced he peard to be, which aids in decision-
making. On the contrary, other researchers hgyarted a negative relationship between age
and allocative efficiency (Okoyet al, 2006; Akinbodeet al, 2011).

Years of farming experience

The number of years of farming experience has #ip@snd significant relationship with a
farmer’s economic efficiency (Mbanasor & Kalu, 20@bareet al, 2010). Okoyeet al
(2006) reported that farming experience has a igesttelationship with the allocative
efficiency of small-holder cocoyam farmers in Anamistate, Nigeria. Similarly, Jordaan
(2012) reported that experience has a positivauenite on cost efficiency among raisin
producers in Eksteenskuil, South Africa. This implthat the higher the level of experience

of the farmer, the higher his cost efficiency lewl be.

Education of household head

The education of the household head has a positne significant relationship with
economic efficiency (Hassan, 2008; Khan & Saeed, 120 According to Akinbodet al
(2011), education contributes to effective managenoé resources by farmers, which, in
turn, influences the farmers’ efficiency. Okogeal (2006), however, reported a negative
relationship between education and allocative iefficy. Mbanasor and Kalu (2008) have
also found a negative relationship between edutatind economic efficiency. The
explanation for the negative relationship betweducation and economic efficiency could
be because of the fact that most farmers rely emm ylears of experience to attain economic
efficiency rather than education (Mbanasor & K&Q08). According to Ojo and Ajibefun
(2000), education is expected to have a positiveetaiion with the adoption of innovation

and hence increase in efficiency.
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Farm size

Ogunniyi and Ojedokun (2012) found that farm sizes la positive significant relationship
with economic and allocative efficiency among ritsmers in Kwara State, Nigeria.
Farmers with larger farm sizes are expected to ke roost efficient owing to the advantage
of economies of scale, as the unit cost of outmdrehses with increased production. A
contrary result was obtained by Mbanasor and K2008) who found that farm size has no
significant positive relationship with the econonedficiency of commercial vegetable
farmers in Akwa Ibom State, Nigeria. Okogé al. (2006) and Jordaan (2012) found a
negative relationship between size of farm and @&dftiency. Larger farm sizes are
associated with lower levels of cost efficiencyheTnhegative relationship may be the result of
the characteristics of small-scale farmers who Hdtle experience of operating on large

pieces of land.

Land fragmentation

Msuyaet al (2008) examined the productivity variation amanggallholder maize farmers in
Tanzania. The researchers found that land fragatienthas a negative influence on the cost
efficiency of the farmers. Fragmentation of famnds leads to an increase in transport cost
for farm inputs and it also leads to inefficienilisation of labour and other farm inputs and

ultimately allocative inefficiency (Hamidu, 2000)

Extension services

Mbanasor and Kalu (2008) found that the number »déresion visits had a significant
positive relationship with economic efficiency abromercial vegetable farmers in Akwa
Ibom State, Nigeria. Similar results were obtaifgdObareet al. (2010) and Khan and
Saeed (2011). Through extension visits, farmersotne better informed about farm

management, planning and new technologies, henm®inmg their efficiency.

Access to credit

Access to credit has a positive and significanatrehship with a farmer’s allocative and
economic efficiency (Okoyet al, 2006; Mbanasor & Kalu, 2008; Obagtal, 2010; Khan
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& Saeed, 2011). Credit access enables farmersichase farm inputs adequately and in

good time, hence credit improves allocative andhenac efficiency.

Membership of cooperatives

Membership of cooperative organisations is expedtechave a positive influence on
allocative efficiency (Obaret al, 2010). Farmers who belong to cooperatives ateeb
informed on resources use and farm planning whicbles them to utilise resources more

efficiently.
Ownership of oxen

The ownership of oxen is an important livelihoodiee to rural people in Nigeria and in

most developing countries. The use of oxen asgihtaanimals is becoming popular in the
northern parts of Nigeria. Camels are also usegltughing and transport of products from
the farm to the store house and to the market.h Been and camels are used for land
preparation and weeding (Kubkomaetaal, 2011, Mohammed & Hoffmann, 2006).

Labour

Farmers in northern Nigeria utilise both family amoh-family labour (Jirgi & Baba, 2000;
Dikwal & Jirgi, 2000). Labour is an important factin explaining output (Samit al, 2003).
Khai and Yabe (2011) found that intensive labouri¢e cultivation has a positive impact on

cost efficiency.

Seed

Seed and planting materials have a significant@rfte on cost of production. Increases in
prices of planting materials will increase the katast of production (Ogundare & Ojo, 2007;
Mbanasor & Kalu, 2008).

Fertiliser

The use of fertiliser has a positive and signiftcadationship with economic and allocative
efficiency (Okoye et al, 2006; Ogunniyi & Ojedokun 2012). This emphasigbe
importance of fertiliser in crop production, asmed out by Okoyet al (2006): if a farmer

fails to buy fertiliser for his or her crops, outposs may be severe. Van der Merwe (2012)
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found that farmers in Eksteenskuil, South Africdjonuse a combination of fertiliser types

have the highest probability of being cost effitien
Assets

Assets have a positive impact on the allocative emmhomic efficiency of farmers (Haji,
2007). Assets give farmers the ability to purchi@se resources and use them adequately,

hence, improving their allocative and economicogéficy.

Risk aversion

Dhunganaet al (2004) measured the economic inefficiency of Negm rice farms using

DEA. The researcher found that risk aversion igatigely related to economic and
allocative efficiency. The results imply that thegher the risk aversion, the greater the
likelihood of being cost and price inefficient: laeise of production uncertainties, farmers

tend to underutilise purchased farm inputs (Wilkahal, 1992).

2.8.3 International studies on efficiency measurement approaches and

efficiency levels

Farm efficiency can be measured using Data Envedoprnalyses (DEA) (non-parametric)
or Stochastic Frontier (SF) (parametric) methodsiclvinvolve mathematical programming
and econometric methods, respectively (Coellial, 2005; Sarafidis, 2002; Alenet al
2006). The advantages and disadvantages of thepwmaches are mentioned in section
2.7.2. Particularly, Simar and Wilson (1998, 20@D07) have mentioned that DEA
efficiency scores are serially correlated and liagéen used in the two-stage DEA
approach. Simar and Wilson (2007) recommend tleeofislouble bootstrapping procedure
in the two-stage DEA in order to obtain unbiased eonsistently reliable estimates. Several
researchers have applied the DEA and SF approdchestimate efficiency. Some of the

studies are reviewed next.

Wadud and White (2000) studied the farm househdiitiency of rice farmers in
Bangladesh. They compared the SF and DEA methéts. results from the DEA revealed
that the mean technical efficiencies estimatedttier Constant Returns to Scale (CRS) and
Variable Returns to Scale (VRS) assumptions ar@ @il 0.86, which indicate that there
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was some inefficiency among rice farmers in thegtarea. The scale efficiency index of
the sampled farmers ranged from 0.62 to 1.00. rilban scale efficiency was 0.92. Most of
the farms exhibited mildly decreasing returns talesaunder the SF, but increasing and
dominantly decreasing returns to scale under thé RBproach. A comparison of the
efficiency scores between the SF and DEA modelsvghat the VRS DEA is greater than
that obtained from the SF and that estimated frdRS ®EA approach. Greater variability
exists from the CRS DEA, VRS DEA efficiency scotlkan the SF model. The researchers
concluded that there was considerable inefficiemtyong the farmers and that agricultural
output could be enhanced through the improvemergdatnical efficiency without resorting

to technical improvements.

The production efficiency of the smallholders’ vieg#e-dominated mixed farming system in
eastern Ethiopia was evaluated by Haji (2007).ubtd a non-parametric DEA approach and
Tobit regression to determine the variables infaileg efficiency. The results obtained from
the DEA model showed that TE indices ranged frorfo34 100% for the farmers in the
sample with an average of @l The TE scores for each Decision Making Unit (DMvere
the same under the CRS and VRS DEA model. The meeale efficiency is nearly 1 for

each DMU, implying the absence of scale inefficienc

Stokeset al (2007), using DEA, investigated the efficiency afgroup of Pennsylvanian
dairy farms to determine factors that contributedefficiency in production and business
management. The results indicated that out oBthBMU examined, 6 were DEA-efficient

while 28 were not efficient. The 6 efficient DMUave efficiency scores equal to 1.

Factors affecting TE among coffee farmers in Coleode was investigated by Binaet al
(2003). A DEA model was used to compute the fagmel technical efficiency measures of
81 peasant farmers. The results revealed thafEhscores ranged from 2 to 1%0with an
average of 38 when using CRS, while TE scores using VRS rarigad 5 to 1006 with

an average of &6 for the farms in the sample. This implies thiag farmer in the sample
were to achieve the TE level of his or her mogstifht counterpart, then the average farmer
could realize a 64 and 58 cost saving under CRS and VRS assumptions, riagigc

Bayda (2003) evaluated North Dakotan farm producéifficiency and financial performance

over time. Farm-level efficiency and productivityeasures were derived using DEA and
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Malmquist Total Factor Productivity (TFP) indicesr fpanel data of 130 North Dakotan
farms over 7 years. The researcher considered techmical efficiency (TE) scores under
the assumption of CRS, VRS and scale efficiency) (&g a DEA multiple-input, multiple-
output model. His results showed that the TE scmder the assumption of CRS ranged
from 0.05 to 1.00, with an average of 0.75. Uritler VRS, the TE scores also ranged from
0.05 to 1.00, however, the TE scores under thisnaggon were slightly higher than the TE
scores under CRS with an average of 0.79. TheageeSE was 0.96. The results indicated
that most farms operated at an efficient scale #dretefore, no significant improvements in
SE could be achieved by most of the farms in thrapéa by changing the scale of their
operation. Results from the Malmquist TFP indidatel.®6 productivity growth per year,
which is moderately attributed to technical change.

Dhunganaet al (2004) measured the economic inefficiency of Negmrice farms using
DEA. The researcher found that the average reladisonomic, allocative and technical
efficiencies were 3%, 13% and 244, respectively. Seed, labour, fertiliser and naaatal
power explained the output of rice. Risk averdiad a positive significant relationship with
technical efficiency but was negatively relatedetmnomic and allocative efficiency. The
researcher argued that the more risk averse theefarwere, the more likely they were to
allocate farm resources under their discretion mopémally. Because of production
uncertainties, farmers tend to underutilise puretddarm inputs (Williamgt al, 1992).

The technical and scale efficiency of rice farmsAiest Java was investigated by Brazdik
(2006) who identified determinants affecting farrefficiency. The researcher used a DEA
(input-oriented) model to estimate the technicfitieincy scores; the results showed that the
TE ranged from 0.60 to 0.77 (under the assumptidheotime varying production possibility
frontier). The average scale efficiency was 0.Farmers could reduce their inputs from
23% to 426 while maintaining the same output. Decreasiigrns to scale existed among
77% of the farms. Size-efficiency relation analysiwed an inverse relationship between
farm size and productivity. Technical inefficiendy caused by the employment of

technically inefficient production mixes and nothase of size of farming operations.

Gul et al. (2009) analysed the technical efficiency of cottarms in Cukurova region in

Turkey. The researchers used an input-oriented RpAroach to generate technical

efficiency estimates. The results showed a mearofT&72 and 0.89 under the CRS and
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VRS, respectively. The mean scale efficiency wa® @nd the TE ranged between 0.23 and
1. Sixteen farms under CRS and 26 farms under W&bBefficiency scores of 1, implying

that the farms were fully efficient.

Olson and Vu (2007) applied DEA to investigate #mmonomic efficiency and factors

explaining differences between Minnesotan farm bbokls using DEA. The results

revealed that the initial estimates of average rimeth efficiency were 0.87 and 0.90 when
assuming CRS and VRS, respectively. The bias-ctmuepoint estimate assuming VRS was
0.77. The average allocative efficiency was 0.V&r ahe long-term, with 3% of the farms

having a score of 1.

Koc et al (2011) analysed the technical efficiency of secarmp maize growing farms in the
East Mediterranean region of Turkey using Data Expraent Analysis (DEA). It was found

that maize growers had mean TEs of 0.72 and 0.88ruhe assumption of CRS and VRS
assumptions, respectively. The maximum TE wasrlb@ih CRS and VRS, respectively,
while the minimum was 0.31 and 0.68 for CRS and VRSpectively. The mean scale
efficiency was 0.81, implying that there were saspportunities for improving resource-use

efficiency.

Van der Merwe (2012) used a DEA approach to exante cost efficiency of raisin
producers in Eksteenskuil, South Africa. The reshbwed that the mean cost efficiency of
raisin producers was 0.35. The minimum and maxinoast efficiency was 0.04 and 1,
respectively. Jordaan (2012) also investigatedtéshnical and cost efficiency of raisin
producers in Eksteenskuil, South Africa. The resear applied DEA using the Double
Bootstrapping approach to examine the TE of thenéms. The result showed that the bias-
corrected technical efficiency scores of the ralaimers ranged from 0.21 to 1. The average
bias-corrected technical efficiency score was 0.78irty per cent of the farmers achieved
cost efficiency scores between 0.3 and 1. AboWdb&# the raisin producers achieved cost

efficiency scores of less than 0.3.

Technical efficiency during the economic reformNicaragua was investigated by Abdulai
and Eberlin (2001). The researchers used theltiguss model to examine the TE of maize

and bean farmers. The results showed that theageeszfficiency levels were 698 and
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74% for maize and beans, respectively. Farmersdrdifierent regions under the study area

exhibited different efficiency levels.

Wilson et al. (2001) studied the influence of management charatics on the TE of wheat
farmers in eastern England. Using panel datahfer1993-1997 crop years, the researchers
utilised the SF production function to achieve thigective of the study. The results
indicated a minimum and maximum TE of%0and 9846, respectively. The mean value was
87%.

Bekele (2003) analysed the effect of farm size emhnical efficiency of the Moretna-Jirru
District in central Ethiopia. Using the SF apptoathe researcher found that among the 8
inefficiency factors postulated to influence tedahiefficiency of wheat and tef, 5 of them
were found to be statistical significant @&oland 3% test level. These were land parcels,

distance between parcels, number of oxen ownedlyfaire and income per household.

Chirwa (2007) examined the sources of technicalcieficy among smallholder maize
farmers in southern Malawi. The researcher emploglee SF model to achieve the
objectives of his study. The results depicted that coefficients of land, capital, labour,
fertiliser, seed, seed fair-quality and seed gggdod included in the production function
were positive, but only labour was statisticallgrsficant. The mean TE level among the
respondents was 46.28 Measurement and sources of technical ineffayien the Tunisian
citrus growing sector was investigated by Dhel@bal. (2007) using the SF model. The
findings showed that the average TE is 88a2®&ith a minimum of 2% and a maximum of
98%.

Hassan (2007) estimated the cost efficiency of wheaners in Bangladesh using an SF
analysis. The results showed an average econdfieercy of 76% among the farmers.
This implies that wheat output could be increasg@496 with the existing technology and

levels of inputs.

Kamruzzaman and Hedayetul Islam (2008) applied $6-Anvestigate the TE of wheat
growers in some selected sites of Dinajpur distriddangladesh. The findings indicated that
the TE ranged from 4 to 90% with a mean of 7%. Educational level and frequent

contact with extension workers had a positive irfice on TE of wheat practicing farmers.
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Obareet al (2010) studied the allocative efficiency of Iripbtato producers in Nyandarua
north district, Kenya, using SFA. The researcloaenti a mean allocative efficiency of 0.57
among the farmers, and that the potato productiothé study area was characterised by

decreasing returns to scale.

Khan and Saeed (2011) measured the technicalatillecand economic efficiency of tomato
farms in northern Pakistan. The study revealelrtieal and allocative efficiency indices of

65 and 566 respectively. The mean economic efficiency wa%3

Khai and Yabe (2011) investigated the technicakiefficy of rice production in Vietnam
using SFA. The results showed that farmers wdagively efficient, which was depicted by

a technical efficiency score of 82

Nyagakaet al (2010) studied the technical efficiency in reseuuse of smallholder Irish
potato farmers in Nyandarua north, Kenya. The am$ers applied a dual Stochastic
Parametric Decomposition Technique to derive tlarieal efficiency indices, and a two-
limit Tobit model to examine the influence of sece&iconomic characteristics and institutional
factors on the technical indices. The researctuensd that the average technical efficiency
was 6P6. Education, access to extension, access totcnedimbership of farmers’
associations and innovations had positive sigmfiedfects on technical efficiency. Labour,
seed, fertiliser and pesticides had positive infaes on the output of the Irish potatoes.
According to the researchers, the positive infleené education on technical efficiency
implied that more educated farmers were able taegnes, interpret and adopt improved
technology. The positive relationship between mesien and technical efficiency indicated
how important extension was in motivating and etlngaarmers about existing technology,
thereby enhancing efficiency. The researchersctiti access to credit enabled farmers to
overcome liquidity constraints which enhanced tladaiity to purchase farm inputs, hence

improving efficiency.

From the literature review, it should be noted thatious approaches have been applied to
estimate efficiencies and their determinants ifed#int countries. The two major approaches
used are SFA and DEA. Although DEA has limitatiovisen applied on its own, namely

giving biased and inconsistent efficiency estimatesearchers have continued to apply the

approach. These shortcomings of DEA, however, lbanovercome when applied in
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conjunction with Double Bootsrapping. When appliegether with Double Bootstrapping in
the first stage, it gives unbiased and consiststinates, and in the second stage DEA, the
limitations of using Tobit to explore the determitsof efficiency are overcome. From the
literature reviewed, only Olson and Vu (2007) andddan (2012) applied DEA using the
Double Bootstrapping approach to obtain reliabtereges of efficiency levels of the farmers
they studied. Accordingly, the application of th&A Double Bootstrapping approach in

this study will fill in the existing knowledge gap the subject matter.

2.8.4 Nigerian studies on efficiency measurement approaches and efficiency

levels

Yusuf and Malomo (2007) examined the technicalcedficy of poultry egg production in
Ogun state Nigeria using DEA and OLS regressiohe fesearchers found that%5of the
respondents had efficiency scores of between (h80a280. The mean TE was 0.87, which
suggested that on average for poultry farms, theemed output was 13% less than the
optimum output. This accounted for the level dgdffitiency for an average farm. Farmers
with larger farm sizes were more efficient thansiavith medium and small farm sizes.
Yusuf and Malomo (2007) argued that this is propdigicause farmers with larger farm sizes
have more capital which may enable them to purchiaseorescribed quantities of inputs,

thus utilizing resources more efficiently.

Ogunyinkaet al (2004) examineckfficiency under multi-croppingystems in EKkiti state,
Nigeria. A non-parametric DEA approach was usedatalyse inter-farm efficiency
differences. Tobit regression was used to exartieedeterminants of efficiency. The
results revealed that, on average, pure techniif@iemcy, scale efficiency and overall
technical efficiency were 0.84, 0.88, and 0.74peetively. Consideration of individual
farmers in the entire sample showed that 30 andaBders had pure technical efficiency

equal to, and less than 1, respectively.

Ogisi et al (2012) studied the efficiency of resource useribg farmers in Ebonyi State,
south east Nigeria using the DEA approach. Theltsesevealed that about% of the
farmers attained technical efficiency of 280 The technical efficiency ranged from%Qao
100%.
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Ajibefun (2008), in his study of small-scale foosbjg production in Nigeria, compared the
results of Stochastic Frontier Production Funcii8RPF) analysis, a parametric technique,
with those of a DEA non-parametric technique. Resaf analysis indicated that the sample
farmers had varying levels of technical efficienecgnging from 0.22 to 0.87 for both
techniques. The estimated mean technical effigiehd not vary widely with the method
used, though some differences in magnitude of iddal technical efficiencies were noted.
Finally, a combination of the technical efficiensgores obtained from the two different
methods was proposed as the efficiency indicatos&

Okoyeet al (2006) investigated the allocative efficiencysafall-holder cocoyam farmers in
Anambra State, Nigeria. The researchers applie@&thmethod. The results showed that the

average allocative efficiency was 0.65, and thecaliive efficiency ranged from 0.10 to 0.97.

Goni et al (2007) analysed the resource use efficiencyde production in the Lake Chad
area of Borno State, Nigeria. Production functianalyses which incorporated the
conventional neoclassical test of economic andnieeh efficiencies were used as the
analytical technique. Findings depicted that genkers were relatively inefficient in the use
of all the resources. Generally, however, inputshsas seed, land and fertiliser were under-
utilised.

Mbanasor and Kalu (2008) analysed the economicieffty of the commercial vegetable
production system in Akwa Ibom State, Nigeria, gsine SF cost function approach. The
results revealed a mean economic efficiency of abb%.

Otitoju and Arene (2010) studied the constraintd determinants of technical efficiency in
medium-scale soybean production in Benue Stateeridigusing the Stochastic Frontier
approach. The findings showed that the averadmieal efficiency was about 73.

Akinbode et al. (2011) applied the SFA to examine the techniabdcative and economic
efficiencies ofofada rice farming in Ogun State, Nigeria. The resukvealed mean
technical, allocative and economic efficienciesOof3, 0.93 and 0.67, respectively. This

showed that there was inefficiency in the technialidbcative and economic areas.

Ogunniyi and Ojedokun (2012) investigated the pobtidn risk and economic efficiency of

rice farmers in Kwara State, Nigeria, using an S&pgproach. The average technical
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efficiency score was 0.87, the mean allocative ezahomic efficiencies were 0.42 and 0.37,
respectively. The results showed that there wégaificant allocative and economic

inefficiencies among rice farmers in Kwara State.

The review of the efficiency studies in Nigeriacathows that researchers who have applied
the DEA did not apply the Double Bootstrapping gahecre. Most of the researchers
continue to use the Tobit or OLS in the two-staggADwhich gives unreliable estimates of

the determinants of efficiency (Simar & Wilson, 200

There is thus a need for researchers to apply theble Bootstrapping DEA procedure in
order to obtain more valid information on the deterants of efficiency. It is also clear from
the literature review that information on the irsgtn of risk aversion as a determinant of
efficiency is scanty. Such information is impottam order to generate reliable knowledge
on the influence of risk attitudes on the deciswaking behaviour of farmers and on the
determinants of efficiency. In the current stuttg Double Bootstrap DEA approach will be
used to determine the explanatory variables thiftience the technical efficiency of the

farmers. The influence of risk attitude on theagéincy of farmers will also be explored.

2.8.5 Review of literature on metafrontier

The metafrontier approach was used by Villagioal. (2010) to examine the varietal

differences in Pistachio production in Iran, usBigA. The results showed that on average,
little difference existed in the technical efficignbetween farms growing the different tree
varieties. The Technology Gap Ratio (TGR) reve#had farmers growing the three varieties

differed in the use of inputs.

Dadzie and Dasmani (2010) investigated the diffe@genn farm level efficiency in Ghana.
Their estimation was based on the SFA metafromgaroach. The researchers found that
the farms under female management were more eftiaied also near to the potential output,

defined by the metafrontier production functionmng@red to the farms managed by males.

Moreira and Bravo-Ureta (2010) studied the tecHnefficiency and metatechnology ratios
for dairy farms in Southern Cone countries usirgg3irA metafrontier approach. The results
showed that the production frontiers for Argentaral Uruguay were relatively close to the

metafrontier (MF). Chile was further away from &, suggesting that Chile could benefit
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from adaptive research, designed to make “borrowtedhnology from Argentina and/or
Uruguay applicable to local conditions, which cob&la cost-effective way to improve dairy

farm performance.

The literature reviewed on the metafrontier reveladg only a few researchers have applied
this methodology to compare efficiency of differgmoups at the farm level. Accordingly,
the application of the metafrontier approach to para the efficiencies of the different
groups of mono and intercrop farmers in this stwillyadd to the existing knowledge on the

comparison of efficiencies.

2.9 Conclusions

Theoretical and practical issues relating to edficly, factors affecting efficiency, and risk
preferences were discussed in this Chapter. Irdbam was sought from journals, books and
other materials that were relevant to the studyisk Roreference studies applied the
experimental gambling or indirect method to measigle aversion of farmers. The results
from the reviewed literature revealed that the sciisj exhibited risk aversion in most cases
and that socio-economic variables also have saaifi influence on risk preference of
farmers. Most of the studies reviewed appliedezithe DEA, SF model or both to determine
technical and cost efficiencies, and the Tobit a6@nodel to explain the influence of socio-
economic variables on technical and cost efficienBgsearch on the use of metafrontier in
agricultural production shows that this approacimas popular. The few studies that have
applied the MF approach used the SFA. The appicaif DEA in the MF approach is
scanty. There is a gap in knowledge in the apptinaof the MF approach to the efficiencies
of farms to the MF in Nigeria. The current study intended to apply the Double
Bootstrapping approach in a two-stage DEA to detenthe explanatory variables that
influence the technical efficiency of farmers. Tstady will also use the DEA approach to
estimate the cost efficiency and the metatechnologtyo of the monocroppers and
intercroppers.

Although the topic of efficiency and risk has reesl attention from researchers in recent
times, there is a lack of reliable information be tleterminants of efficiency, sources of risk
and management strategies, risk attitudes and taksanfluence of risk attitudes on the
decision-making behaviour of the farmers. The eitgdi review from the efficiency studies,
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both in Nigeria and at an international level, segjg that farmers have varying levels of
technical and cost efficiency and that meaninghdfficiencies in input utilisation exists

among many farmers. Various socio-economic vaegbsuch as age, educational level,
extension services, access to credit, farm sizé/navf-farm income, assets, crop
diversification, among others, have significaniuehces on technical and cost efficiency.

The inclusion of risk aversion of farmers in eféiocy studies has been scanty.

There is a need to conduct more research on farmeifigiency using the Double
Bootstrapping procedure in the two-stage DEA ineortb obtain unbiased and consistent
estimates. Also, since farmers’ risk attitude®etfttheir behaviour in decision-making, the

influence of the risk attitudes of farmers on eéficy should be given due attention.
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CHAPTER 3
STUDY AREA, DATA COLLECTION AND CHARACTERISTICS OF THE
RESPONDENTS

Introduction

The purpose of this chapter is three fold. Fits¢, study area is described as to its location
and population. Next, an overview is given of ttaa collection methodology. The data
collection methodology involves questionnaire depetent, sampling and the survey. This
is followed by an outline of the relevant charast&rs of the respondents, such as gender,
age, education and farming experience. The agum@llfacilities available to the farmers are

also discussed.

3.1 Description of the study area
3.1.1 Location and population

The study was carried out in Kebbi State, locatethé north-western part of Nigeria. Kebbi
State is situated between latitudes 10N8- 13°15 N, and longitudes 3° 3E —6° 02 E.
The State is bordered by Sokoto and Zamfara Statéise east, Niger State to the south,
Benin Republic to the west and the Niger Repuldithe north. The population of the State
was 338628 in 2006 (NPC, 2006), and projected to B82Z766 in 2012 (UNFPA, 2012).
The State occupies an area of abou2Zb square kilometres. The major cities in thdeSta
include Birnin Kebbi (State capital), Argungu Yaugfioko, Zuru, Jega. A map of Nigeria
showing the location of the study area is presemédgure 3.1 below.
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Figure 3.1 Map of Nigeria and Kebbi State.
© Represent the selected local government areakdatudy.

Source: http://www.nigeriahc.org.uk/images/nigemiap m.gif
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3.1.2 Climate and vegetation

Kebbi State falls within the dry savannah agro-egwlal zone of Nigeria (Tanko and Jirgi,
2008). The average annual rainfall 82Dmm (CBN, 2009). Kebbi State experiences peak
rainfall between July and August while harmattamdceason) is usually from November to
February and is characterised with strong wind$ie Thean annual temperature of about
27°Cis recorded in all locations, but temperature inggally high. However, during the
harmattan season, the lowest temperature is 2T®nperatures can go up to 40°C during
the months of April to June (Onlinenigeria, 201dhe average relative humidity during the
wet season is 8@, but it is generally low (4%) for most of the year. The variation in
relative humidity explains the hot, dry environmarttich is in sharp contrast to a hot, humid

environment in the southern parts of Nigeria.

The climate favours both crop and livestock promunct Agriculture is the major source of

revenue and the backbone of the economy of the.S@ver two-thirds of the population are
engaged in agricultural production with about 880-% of the population living in the rural

areas (Tanko, 2004). The natural vegetation ofbKe&iate consists of northern guinea
savannah in the south and southeast, and Sudamsdwven the northern part (Onlinenigeria,
2012). The natural vegetation, however, has béered in many areas owing to intensive
cultivation, grazing, fuel wood harvesting and bumhning. The soils in the area range
between sandy, loamy and clayey. The sandy sa@lsvall drained and erodible. The clayey
soils are common in théadamaareas. Fadamaare flood plains and low-lying areas
underlined by shallow aquifers and are found alNinggeria’s river systems, which are used

for small scale irrigatioingawaet al,2004;Ayanwale and Alimi, 2004).

3.1.3 Ecological problems

One of the major problems associated with the pghysenvironment in the State is
desertification. Desertification refers to a ph@emon of impoverishment of the terrestrial
environment under the impact of unfavourable weadind human activities (Odiogor, 2010).
About 35 million people are located in the 11 Statenorthern Nigeria where desertification
is evident and are facing threats of hunger andeméd weather conditions as a result of
desert encroachment on arable lands (Danjuma, 20TIBg evidence of desertification is
seen through the incidence of wind erosion, dureiraalation and exposure of lateritic
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ironstone on the landscape. The main causes eftdiEsition are: too much demand for fuel
wood, bush burning, unreliable rainfall patternsd agrazing (Danjuma, 2012). The
establishment of shelter belts, woodlots, roadpidatations and forest reserves are some of
the measures taken by the government to mitigaernace. Other ecological problems
affecting the Statanter alia, are flooding, pest infestation and erosi@ince 1988, flooding
has become an annual event. The 2010 flood waast#ing for the State, causing
destruction of croplands and livestock within the®# plains, settlements bordering them and
loss of lives (Babajide and Aderemi, 2012). Thenown pests in the study area are

grasshoppers, caterpillars and quella birds.

3.1.4 Farming system
3.1.4.1Cropping system

Intercropping is the predominant type of farmingteyn, especially rain fed, with the use of
traditional inefficient hand tools (KARDA, 2009)Monocropping is also practised by the
farmers. Millet, sorghum, maize, rice, groundnat&l cowpeas are the dominant rain fed
crops in the State. Other crops grown under rad donditions include wheat and soya
beans. Onions and peppers, which have some ecalognitations, are the dominant
irrigated crops. Several crop mixtures are pracdtioy the farmers. These typically include,
sorghum/cowpeas, millet/sorghum, sorghum/groundnuts millet/cowpeas,
sorghum/cowpeas/rice (KARDA, 2009). The domintadamacrops in the State, which
include peppers, onions, ginger, tomatoes, lettokey and sugarcane, are planted usually as
sole crops. Tree crops, such as mango, guava,gvaampd cashew, are cultivated by farmers
in the State.

3.1.4.2Livestock production

Animal husbandry is also practised by farmers en$tate (Tanko, 2004). Livestock, such as
cattle, sheep, goats and poultry (mostly local lsgeare raised on a small scale on free range
systems. Complementary relationships exist wittesiock fed on crop-residues, which
contributes to draught power, manure, source dieprpincome, savings and reserve against
risk (Upton, 2004). Livestock also provide diffeteproducts and services to people,

including socio-cultural roles (ILRI, 2002).
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3.1.5 Resource utilisation
3.1.5.1Labour

Three types of labour sources are used by the lsohddlr farmers, namely, hired, family and
cooperative or communal labour. In Nigerian adtize, hired labour is mostly used. In
fact, this makes up 88 of the total labour use on farms (Okuneye, 200)e availability of
labour has been found to have an impact on planpiregision, weed control, timely
harvesting and crop processing (Oluyeteal.,2007). Gocowski and Oduwole (2003) have
stated that labour is a major constraint in peagaotiuction, especially during planting,
weeding and harvesting. During the season of proguction, there is always a continual
high demand for labour for most farm activities &nid leads to shortage of labour during the

on-season.

Within the slack labour demand periods, the youththe study area migrate to other areas
within the state or to the southern parts of thentxy in search for off-farm work. During
peak periods when labour is in short supply, thetyrn. Prior to harvest, some farm
households suffer hunger. During the periods afgeu, the households either use off-farm
income or collect grains from relatives, friendsneighbours with the informal agreement of
paying back double quantity or the money equivaddtar harvest. This shows that off-farm

income is important for the household.

The role of women in agricultural production variesNigeria. Among the Muslims in the
north, married women mostly live in seclusiqru(dah)and are not expected to leave home.
The exceptions are the cattle-owning Fulani houskshevhere married women work outside
the home, primarily to milk the cows and sell thdkmbutter or cheese (NARP, 1994).
According to Phillipet al. (2009), processing and selling activities, as w&slirect on-farm
roles, are very limited for married Muslim womentive northern part of Nigeria. However,
in some parts of the north where Christianity aradlitional religion are dominant, women
are substantially involved in on-farm productiortiaties, in addition to their exclusive
contributions to marketing, water and firewood fetg, cooking and caring for the children.
Children also assist their parents with some offéinen activities. Small children who cannot
do farm work help their mothers by carrying the iyger ones. Both young boys and girls

are often involved in taking care of the animals.
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3.1.5.2Fertiliser

Fertiliser cost and its availability is a seriousidem in Nigeria. Currently, the supply of
fertiliser by the government (at subsidised raiegjways untimely and inadequate (Phikip
al., 2009, Banfulet al, 2010). Thus, farmers are forced to buy feailifom the markets,
which is very expensive. In view of this, the mé#joof the farmers cannot afford to apply
the recommended rates for fertiliser. For exantple recommended rates of fertiliser for the
dry savannah agro-ecological zone of Nigeria arkgbl/ha, 1&gP/ha and 3KgK/ha
(Adeoye, 2006). The consequent effect of thisws ¢rop yields and hence low income. The
few farmers that rear livestock in the study argglya farm yard manure, either as

supplements or substitutes for fertiliser.

Fertiliser use is prompted primarily by the fes@lr subsidy policy in Nigeria. The World
Development Report (2008) stated that the mainlegé with regard to fertiliser subsidy
policy is that the fertiliser subsidy has not bgmo-poor, nor has it increased market

participation of the rural poor.

In spite of the economic reforms in Nigeria, féz8r subsidies have remained. The federal
government subsidy rate for fertiliser has remaisiadble at 2% from 2001 to 2008 (Nagy

and Edun, 2002). The majority of the farmers in lieBtate have poor access to agro inputs
(improved seed, herbicides and pesticides). Whkecoh inputs are available, the prices are

not affordable for the farmers.

3.1.5.3Nature of land ownership

Land allocations and transfers among householdscommunity and within households are
based on inheritance laws and practices. Familigtsire and inheritance practices are most
influential, thus, most land transfers are effedigdnheritance (Jerome, 2002). Customary
land is not supposed to be sold or allocated peemtnto someone outside the community
without the consent of the community or family cemed. Jirgi (2002) has reported that, in
Kebbi State, 109 of the sampled farmers acquired their farm lam@ugh inheritance.
Subdivision of holdings among household members/gile as a consequence of the
inheritance system. Inheritance leads to land nixgation among future heirs, and

subsequent uneconomic farm sizes per member @P&ilil, 2009).
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Women'’s ability to gain access to land is oftentrret®d by inheritance law. However,

women’s access to land is regulated through maétiors. Women, in most cases, have
only cultivation rights. Restrictions on land satéeter the use of land as collateral, thereby
hindering development of the rural credit markebmmunal land ownership is a deterrent to

the improvement of land quality and long-term inwesnt in land.

3.1.6 Access to agricultural finance

Phillip et al. (2009) and Ganat al (2009) reported that cooperatives, contributidriends
and family members predominate as the sourcesrof faedit among the rural farmers
surveyed in Nigeria. However, the total amounfiapi credit available from these sources is
very limited in relation to the amounts that fornsalurces like banks would have offered.
Issues of collateral and high interest rates appeacreen out most of the potential rural
smallholder lenders (Freemanal.,1998; Phillipet al.,2009).

3.1.7 Markets and produce prices

The majority of the farmers in Kebbi State sellitifarm produce in the nearest village
market, either directly to consumers, retailersoowholesalers who buy the produce and sell
it in other cities within the country, or to neighlyxing countries like the Republic of Niger.
Grain prices are associated with seasonal varmtidow prices are obtained at harvest time,
usually in December, and higher prices are obtabe@een August and October, which is

before the harvest.

3.2 Data collection

The study is based on primary data gathered thraughestionnaire survey of the sampled
farmers in the study area@ formal survey was conducted using a structuregstjonnaire
through personal interviews by the researcher smdedd enumerators. The questionnaire

was administered using a single visit approach.

3.2.1 Questionnaire development

The questionnaire used for the study was develdyethe researcher. Relevant literature

(Binswanger 1980, 1981; Meuwissenal, 2001; Bekele, 2003; Tanko, 2004; Dhungaha

al., 2004; Alimi and Ayanwale, 2005; Drollete 2009, i8anu and Falusi, 2009) was
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consulted in order to identify the variables tolinle in the survey. Some of the questions
asked in the questionnaire covered: personal ctaaistics of the respondents, farm inputs,
outputs and their prices, the experimental gambiagie, risk sources and management
strategies. The questions were designed to andiveerobjectives of the study. The
guestionnaire was developed in English and intéedreo the sampled farmershtausa(the

common local language in Kebbi State) by the re$earrand trained enumerators.

A pilot study was conducted to test the validitytbé questionnaire. Ten farmers were
randomly selected from each of the four agriculta@nes in Kebbi and the questionnaire
was administered to them. The responses fromdsgondents were checked to see if the
replies were as required in the questions. Thetores that seemed not to be clear to the

farmers were reconstructed.

3.2.2 Sampling technique

A multi-stage sampling technique was used to s&élB6t farmers comprising 98 monocrop
farmers and 158 intercrop farmers. The reasonh®rsample size chosen is that there are
more intercrop farmers than monocrop farmers in $tete. In the first stage, the four
agricultural zones were purposively selected ireotd have a good representation of all the
agro-ecological zones in the State. The secorgk stavolved a random selection of two
Local Government Areas (LGAs) from each of the fagricultural zones. In the third stage,
four villages were randomly selected from eachheftivo LGAs. The fourth stage involved
the random selection of the 98 monocrop farmersthadl58 intercrop farmers. Since the
population of the LGAs is not homogeneous, the remalb farmers selected from each of the
selected LGAs was calculated using the formula:

P= % xn
Where P = Proportion, S = Desired sample size, Notal population, n = Population of

LGA in question. The LGAs and the number of resms are shown in Table 3.1 below.
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Table 3.1 Number of respondents selected, Kebbi $ta January 2012

Zone Local Government Area (n= Number of responder
Zone Argungt 37
Birnin Kebbi 45
Zone Il Bunza 22
Suru 27
Zone Il Zuru 29
Danko/ Wasagu 51
Zone IV Koko Besse 28
Yauri 17

3.2.3 The survey and data collected

The survey was carried out in January to Februda®i2 and data were collected on
production practices for the 2011 cropping seasidmre household heads were interviewed by
the researcher and the trained enumerators. Derta evllected on farmers’ characteristics,
including the age of the farmer, educational lestlhousehold head, years of farming
experience, household size, extension contact®sacto credit, land fragmentation, land
degradation, type of house, asset value, walkistadce to the farm, risk preference of the
farmer, ownership of oxen, ploughs, gender of hbokk head, membership of farmers’

organizations anthdamacultivation.

The data on inputs used by the farmers includen &ize (ha), labour, both family and hired
(man-days), fertiliser (Kg), seed (Kg), farm equeah(N). The yields obtained of sorghum
(Kg), millet (Kg), cowpeas (Kg), groundnuts (Kg) svalso asked in the questionnaire. Data
were also collected on risk sources and risk manage strategies. Besides data obtained
from questions asked in the questionnaire, othfrnmation was also obtained during the
survey through personal discussions with the fasmiarmers groups and the staff of the
agricultural development project.

The data collected on the socio-economic charatiesi will be used to describe the
characteristics of the respondents in the studw.ar@he variables will be used in the
subsequent chapters as independent variables én trdletermine the relationships between

risk attitudes, sources of risk and managementegfies and to explore the determinants of
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technical and cost efficiency. The efficiency lisvef the farmers will be estimated using the
input and output data. The Likert-scale type resps will be used in the factor analysis.

Details of the questionnaire are presented in AgpeA.

3.3 Characteristics of the farmers in the study area

Beside the socio-economic characteristics of theéas, other explanatory variables that are
thought to affect crop production, as well as fapacific characteristics, are presented next.

3.3.1 Gender of the farmers

All respondents interviewed were male and they weeehousehold heads of their families.
The males are the bread winners of their families ey are actively involved in farming
activities, such as land clearing, planting, wegdind harvesting. The women were mostly

involved in processing and marketing activities.

This is not surprising as women in the study areaxot have land ownership. Customary
rules recognise only male ownership. In most gagemen have only rights to cultivate the

land.

3.3.2 Age distribution of the respondents

The age distribution of the farmers is shown inuFég3.2 below. The largest proportion of
the monocroppers and intercroppers%#8nd 436 respectively) are within the age group 30
to 39. It can also be seen from the age distwinutiat most of the farmers in Kebbi State are
in the economically active age. From the sampletauorop farmers, 1% are between 20

and 29 years old. The minimum and the maximumaddbe respondents are 20 years and

65 years respectively.
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Figure 3.2 Age distribution of farmers, Kebbi State January 2012

3.3.3 Years of education of the farmers

The distribution of years of education of the rexpents in Figure 3.3 below reveals that
58% of the monocroppers and @9of the intercroppers have not attended schoblouf5%

of monocroppers and% of intercroppers have spent between 11 and 1Es yaaschool,
meaning that they have a secondary school cetgfcand/or tertiary institution certificates,
such as the National Diploma (ND) or the Nationatft@icate of Education (NCE).
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Figure 3.3 Number of years of education of respondents, KebState, January 2012
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3.3.4 Farming experience of the respondents

Table 3.2 below shows that % of the monocroppers have farming experience kawld

and 20 years. For the intercrop farmers¥aBave experience between six and 10 years. On
average, the monocrop farmers and intercrop farrhax® 15 and 12 years of farming
experience. The distribution shows that both momguers and intercroppers have less than
16 years of farming experience, on average. Thdies that the farmers in the study area

have relatively little experience in farming.

Table 3.2 Distribution of respondents according tdarming experience, Kebbi State,
January 2012

Monocroppers (n=9: Intercroppers (n=15

Farming experience in yei Number of % Number of %
1-5 11 11 39 25
6-10 23 24 56 35
11-15 20 20 15 9
16-20 23 24 23 15
21-25 9 9 3 2
26-30 2 2 11 7
31-35 5 5 4 3
36-40 5 5 7 4
Average farming experience (ye: 15 12

Minimum farming experience (years) 4 1

Maximum farming experience (years) 39 40

Standard deviation 8.88 9.58

3.3.5 Household size of the farmers

The distribution of household sizes of the respatsies shown in Figure 3.4 below. Forty-
eight per cent of monocroppers and forty-five pantof intercroppers have a household size
of between six and 10. Three per cent of monotaopers have household sizes between 21
and 25. The relatively large size of the househadattributable to the dominance in some
parts of the State of the Islamic religion whiclmmp#s marriage with four wives.
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Figure 3.4 Household sizes of respondents, Kebbig, January 2012

3.3.6 Access to institutional support services

The distribution in Table 3.3 below shows that%’Cand more of both monocrop and
intercrop respondents do not have access to amgniablextension services, formal financial
institutions or cooperatives. Around @bof both monocrop and intercrop respondents have
access to formal markets. The high percentageaafcessibility to extension services is not
unconnected to the fact that the farmer extensitio m the State is 1:1000 (KARDA, 2009).
The few extension agents that are available laekbidsic incentives to effectively deliver

extension services to the farmers.

Farmers have inadequate access to financial oagams. Thus, farmers are not able to
purchase the recommended farm inputs, such aBskrtinerbicides, insecticides, seed and
farm implements. This, no doubt, results in lovoductivity. In the absence of formal

financial institutions, farmers resort to borrowifrgm village money lenders, friends and

relatives or engaging imdashgwhich is rotation savings).
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Table 3.3 Distribution of respondents according t@ccess to institutional support
services, Kebbi State, January 2012

Monocroppers (n=98) Intercroppers (n=158)
Access (%) No access Access (%) No access
(%) (%)
Agricultural  extension
services
29 71 28 72
Formal financial
organisation
16 84 18 82
Cooperatives 12 88 30 70
Formal markets 86 14 85 15

Where credit institutions are available, the cdsbarrowing money is relatively high. The
current interest rate charged by the financialitumsbns is 146. High interest rate charges

will, no doubt, have a negative effect on the @dgiroduction.

Farmers’ cooperatives are not common in the stuga.a There are, however, a few
cooperatives that are coming up, such asfddamausers’ cooperative, and some farmers’
associations. The benefit of forming a cooperaisvéhat it gives members easy access to
obtain loans from financial institutions, since thetitutions deal with the cooperatives and
not directly with individual members (lheduru, 2002nd accordingly the rate of loan
defaults by individuals is reduced to a minimum.heTcooperatives can improve farm
productivity and access to obtain fertiliser angioved seed from the agricultural-related
institutions. Farmers in the cooperatives can afsdribute money to buy farm implements
and use these as a group. The majority of the relgras have access to formal markets
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which are situated in the rural areas, althoughesointhe rural market roads are in poor
state. Thus, the farmers transport their farm peedto the rural markets using draught
animals, such as donkeys and camels.

3.3.7 Asset value of the farmers

The distribution of the respondents, accordingssetivalue, in Figure 3.5 below reveals that
25% of the monocrop farmers have assets valued beth86000 and-N.30000, and that
almost 7@ have assets valued more thah3BM000. About 336 of the intercrop farmers
have assets valued betwees0800 and—-90000 and 32 have assets valued between
N90000 and-N.30000, with only about 2& holding assets valued at more th&k88000.
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Figure 3.5 Distribution of respondents according tasset valuely), Kebbi State,

January 2012

Note: The asset value figures are in thousands (1 US$62N

Farmers’ asset value can have an effect on purghgsower and hence productivity.
Farmers with high asset values are likely to pusehmore farm inputs and afford more
labour than farmers with less asset value.
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3.3.8 Land acquisition in the study area

The distribution of sources of farm land of thep@sdents is presented in Table 3.4 below.
The results show that on average% bf monocrop respondents and intercrop respondents
acquired their farm land through inheritance. Agak/densi, Tarawali, Okoye, Ogbuji and
Baiyeri. (2011) reported that 100 of cassava farmers in Kogi State acquired famu la

through inheritance.

Table 3.4 Distribution of respondents according tsource of farm land, Kebbi State

January 2012
Source of farm land Monocroppers Intercroppers Average
(%) (%) (%)
Purchase 14 17 16
Rented 7 12 10
Inherited 75 69 71
Allocated by village head 4 2 3

About 16% of the farmers purchased land for farming. Thplication of acquiring land by
inheritance is that as the population increasew, Im@useholds emerge and land is further
subdivided (Binns, 2012). The subdivision of latidcourages agricultural mechanisation
and impairs productivity.
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3.3.9 Access to fadama land

As shown in Table 3.5 below, the distribution ofnfi@rs according to access fimdama
depicts that, on average, %/of the monocrop farmers and intercrop farmersxdbhave
access tdadama A greater percentage (%) of the monocrop farmers than intercrop
farmers has access ttadama land. Perhaps this may explain why they practice

monocropping, because they can always fall badkefadamacrops in case of crop failure.

Table 3.5 Distribution of respondents by access fadama land, Kebbi State, January

2012
Access No access
(%) (%)
Monocroppers 37 63
Intercroppers 30 70
Aggregate 33 67

3.3.10 Land fragmentation and degradation

Land fragmentation refers to distinct land parciélat are owned and tilled as a sole
enterprise (Kakwagh, Aderonmu & Ikwuba, 2011). dategradation results in loss of land
productivity, and is evident through wind erosisand dune accumulation, depletion of soil

nutrients and gully erosion owing to unreliablgarential rainfall patterns.

Table 3.6 below reveals that land fragmentation besen experienced by 20 and 6%6 of
monocrop and intercrop respondents, respectivelgnd fragmentation is a result of the
nature of the land tenure system, which is predantlg by inheritance (Kakwaght al,

2011). Fragmentation of land is associated wittréased cost of production owing to
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inefficient allocation of resources (Shuhao, 2005and fragmentation also has a negative

impact on agricultural mechanisation and farm potidity.

Table 3.6 Land fragmentation and degradation distrbution of the respondents, Kebbi
State, January 2012

Monocroppers Intercroppers Average

(%) (%) (%)
Land fragmentation
Yes 40 69 58
No 60 31 42
Land degradation
Yes 62 73 69
No 38 27 31

As regards land degradation, it can be seen frobteTa6 above that 83 and 736 of the

monocrop and intercrop respondents have experiedaed degradation. The land
degradation menace is connected with the desatidit and desert encroachment
experienced in the study area (Danjuma, 2012). cbheequent effect of land degradation on

arable land is that it reduces soil fertility argtieultural productivity.

3.3.11 Farm distance from residence

The distance travelled by the respondents fromdtmu$arm is reported in Figure 3.6 below.
Sixty-one per cent of the monocrop farmers andydixe per cent of intercrop farmers

travelled less than 6 kilometres from their howsthe farm.

Less than 1% of both monocrop farmers and intercrop farmeavelled more than 10
kilometres. The distance travelled by the farnvene do not have means of transportation is

likely to have a negative influence on labour hapent by the farmers on their farms.
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Figure 3.6 Distance travelled by the respondents dm house to the farm, Kebbi State,
January 2012

3.3.12 Type of house owned by the respondents

Figure 3.7 below reveals that @Bof the intercrop farmers have local, while%2f the
monocrop farmers have modern houses. This isurptising, considering the fact that the
majority of the monocrop farmers have higher agaktes compared to the intercrop farmers.
Only 32% of the intercrop farmers have modern houses.
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Figure 3.7 Distribution of respondents by the typef house they own, Kebbi State,
January 2012

3.3.13 Ownership of animal traction

On average, 6% of the monocrop and intercrop farmers do not @mimal traction, as
depicted from Table 3.7 below. Farmers who owrmahitraction carry out their farm
operations (e.g. ploughing, planting and weedimgely. The planting data for planting
sorghum and millet in the State is from the endwfe to beginning of July, while cowpea is
planted in August (Ajeigbet al, 2008).

Table 3.7 Distribution of respondents by ownershipf animal traction, Kebbi State,

January 2012
Monocroppers Intercroppers Aggregate
n=98 % n =158 % n =256 %
Yes 39 40 54 34 93 36
No 59 60 104 66 168 64

Farmers who do not own animal traction and who havare from those who do stand at a
disadvantage. Such farmers may have their farmatipas delayed, thus their yields may be
affected negatively. The use of animal tractiobbesoming popular in the study area. The

common animals used for traction are oxen and cam&he use of tractors is gradually
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phasing out because tractors are beyond the rdasiall-scale farmers and, besides, the

farm sizes of the farmers are too small to supp@thanised farming.

The test for the significant differences of soméhaf numeric explanatory variables is shown
in Table 3.8 below. Age, years of farming expergrhousehold size, asset value, kilometres
travelled and size of farm land of the monocroppeese statistically significantly different
from intercroppers, at one per cent level of praliigh Monocrop farmers were statistically
significantly more experienced than the intercrappeEducation levels of the monocrop

farmers and intercrop farmers was not statisticgitipificantly different.
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Table 3.8 T-test result of some of the numeric chacteristics variables, Kebbi State,
January, 2012

Overall Monocroppers  Intercroppers Mean
256 98 158 comparison t
H n= n= n=
Variable (assumez
Mean Mean Mean variances)
Age 37.26 38.84 36.28 2.78%%
Education 2.89 2.69 3.02 1.18
Experience 13.20 15.37 11.86 3.83%*
Household size 9.07 9.73 8.66 3.99%*
Asset value 137115.27 166895.37 118644.08 5.96***
Kilometre 5.33 5.85 5.01 2.91%**
Size of farm 201 208 1.97 9 4%
land
1.14 0.58 1.48 0.01

Risk aversion

*** represent statistically significance at 1%.

The Chi-square analysis was used to test whetleee there significant differences between
the monocroppers’ and intercroppers’ response$idocategorical variable. The results in

Table 3.9 below show that there are statisticalynificance differences between the

categorical variables of the cropping systems.
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Table 3.9 Chi-square result of the categorical vaables, Kebbi State, January 2012

Monocroppers Intercroppers
n=98 n =158

Variables Frequency Freency

Yes No Yes No
Access to agricultural extension 30 8 6 44 114
Access to credit 16 82 28 013
Land fragmentation 39 59 72 86
Land degradation 60 38 115 3 4
House type 52 46 50 108
Ownership of animal traction 39 59 54 104
Membership of cooperative 27 71 39 119
Fadamaland 35 63 48 110
Access to market 84 14 135 23
Agricultural zone 21 77 61 97
X2 26.73**
X critical value 1092
Degrees of freedom (n-1) 9

3.3.14 Farm specific characteristics

3.3.14.1Farm inputs and outputs

The mean size of land for each of the enterprisdess than or equal to 2.56 hectares, the
minimum size of land is 0.40 and the maximum sizkuad is 4.00, as revealed in Table 3.10
below. This is in agreement with the findings w§iJ(2002) and Jirgi, Ibrahim, Tanko, and
Lawal, (2007). The output and profitability of ariin is,inter alia, determined by the farm
size (Ojo and Imoudu, 2000).
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Table 3.10 Allocation of land to the various enterpses, Kebbi State, January 2012

Size of land (Hectares)

Enterprise Standard o _
Mean Minimum Maximum
deviation
Sorghum 2.24 0.95 0.50 4.00
Cowpea 1.78 0.72 1.00 3.50
Groundnut 2.56 1.02 1.30 4.00
Millet 2.00 0.72 0.50 3.50
Sorghum/cowpea 2.08 0.89 0.40 3.80
Sorghum/groundnut 2.13 0.66 1.20 3.20
Millet/cowpea 1.79 0.67 0.50 3.00

The results from Table 3.11 below reveal a meaoualuse of about 115 man-days for

sorghum enterprises, and 89 man-days for milletrenses.

Table 3.11 Labour use per hectare for the variousrgerprises, Kebbi State, January
2012

Labour (man-day) per hectare

Enterprise Mean Standard Minimum Maximum
deviation

Sorghum 115 30 67 220
Cowpea 106 26 59 165
Groundnut 82 27 50 96
Millet 89 30 51 181
Sorghum/cowpea 110 29 35 200
Sorghum/groundnut 98 14 67 119
Millet/cowpea 130 29 74 224
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The results from Table 3.12 below show that thermpeantities of nitrogen, phosphorus and
potassium fertilizer applied by the farmers for ke enterprises are less than or equal to
11.74Kg/ha, less than or equal to 7K&ha, and less than or equal to &i{fha,
respectively. This is far below the recommendetesraof 64gN/ha, 1&gP/ha and

30kgK/ha for the dry savannah agro-ecological zonligéria (Adeoye, 2006).
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Table 3.12 Fertiliser use per hectare for the varios enterprises, Kebbi State, January 2012

Fertiéz (Kg per hectare)

N P K
Enterprise Mean Stdev Min Max Mean Stdev Min Max  ade Stdev Min Max
Sorghum 6.36 2.91 1.80 16.50 4.77 2.15 1.80 11.00 .92 4 2.19 1.80 11.50
Cowpea 0.00 1.36 0.00 3.50 5.49 2.49 1.30 1099 3 0.4 0.46 0.00 1.17
Groundnut 0.83 1.19 0.00 2.63 2.95 0.45 2.52 3.46 .280 0.39 0.00 0.88
Millet 8.05 4.39 2.78 24.17 6.11 3.64 1.99 18.67 296. 3.69 2.09 19.17
Sorghum/cowpea 11.74 6.53 1.17 32.10 7.93 4.22 1.71 26.60 6.79 345 1.71 27.10
Sorghum/g/nut 7.16 2.59 2.52 11.57 4.93 1.42 252 438 5.14 1.49 2.52 8.71
Millet/cowpea 6.98 3.69 2.39 27.00 5.04 2.57 2.39 0.82 5.22 2.65 2.39 21.40

79



Table 3.13 below shows the quantity of seed utliby the various enterprises of the

farmers.

Table 3.13 Seed quantity use per hectare for the naus enterprises, Kebbi State,
January 2012

Seed (Kg/ha)

Sekd Seed 2
Enterprise Mean Stdev  Min Max Mean Stdev  Min Max
Monocrop
Sorghum 10.49 3.48 4.38 22.00
Cowpea 18.52 3.29 11.58 26.00
Groundnut 11.52 4.23 7.25 16.15
Millet 11.08 2.78 7.31 20.00
Intercrop
Sorghum/cowpea 13.01 2.89 5.33 44.00 7.53 9 2.8 3.50 19.17
Sorghum/ground- 8.32  0.97 6.32 11.33 427 0.97 2.96 6.54
nut
Millet/cowpea 7.28 259 400 22.00 11.58 3.376.00 28.00

The distribution reveals that all the monocroppesed about 1Kg of seed per hectare on
average, the mean seed used by the sorghum/coampear$ was about K3y/ha of sorghum
and about &g/ha of cowpea. The result shows that, on averagegghum, cowpea and
groundnut seeds were used below the recommendesi ohtlkg/ha, 2kg/ha and 5@g/ha
(KNARDA, 2008). The use of quality seed at recomdexl rates has an influence on the
yield of crops (Ajeigbest al.,2008).

Table 3.14 below shows the descriptive statistiche depreciation of farm implements for
the various enterprises of the farmers. The varfaum implements which the farmers use
include hoes, cutlasses, axes, sickles, knapsaelyess, and animal drawn ploughs. The

straight line depreciation method was used to t¢alelwthe depreciation. Sorghum farmers
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had the highest mean of abou834 for the depreciation cost on farm implements.

Groundnut farmers had the lowest mean-87#ldepreciation costs per hectare.

Table 3.14 Depreciation cost on farm implements pédrectare for the various

enterprises, Kebbi State, January 2012

Depreciation cost on farm implements-{Nper hectare

Enterprise Mean Stdev Min Max
Monocrop

Sorghum 834.24 1018.97 200.00 4800.00
Cowpea 486.46 192.14 222.22 843.00
Groundnut 373.99 68.49 295.83 458.40
Millet 482.58 186.08 222.22 900.00
Intercrop

Sorghum/cowpea 478.81 423.28 66.80 3575.00
Sorghum/groundnut 408.77 135.97 269.42 852.30
Millet/cowpea 352.81 143.32 149.50 1037.04

As shown in Table 3.15 below, sorghum is the higlyedding monocrop (847Kg/ha), on
average. Millet gave the lowest yield 389Kg/ha), on average. For the intercrops,
sorghum/groundnut enterprise gave the highest y&ld1Kg/ha). The results show that the
average outputs are below the potential yieldoajlsum (300kg/ha), cowpea @0kg/ha),
millet (2400kg/ha) and groundnuts (®0kg/ha) (Nwafor, 2011).
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Table 3.15 Descriptive statistics of output per heare for the various enterprises, Kebbi
State, January 2012

Output (Kg) pbectare

Output 1 uiput 2
Enterprise Mean Stdev  Min Max Mean Stdev Min Max
Monocroppers
Sorghum 1847 425 1143 3000
Cowpea 1816 356 1192 2440
Groundnut 1527 360 1224 2092
Millet 1389 386 833 2450
Intercroppers
Sorghum/cowpea 1468 184 500 2750 321 184 88 962
Sorghum/groundnut1119 385 867 1636 1022 385 455 1867
Millet/cowpea 1477 362 667 2333 313 362 74 1067

Table 3.16 below shows the result of the t-testolatput, input quantities and input cost of

the farmers.

All the means of the variables, ekagpss margin and phosphorus, were

statistically different, either at%, 5% or 10% levels of probability. This implies that the

output, input quantities and input cost used byrtmnocroppers are statically significantly

different from those used by intercroppers.
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Table 3.16 Result of t-test for output, input quanities and input costs of the farmers,
Kebbi State, January 2012

Item Overall mean  Monocroppers Intercroppers Mean
n =256 n =98 n =158 comparison
t(assume#
Mean Mean Mean variances)
Output 1776.55 1683.77 1834.11 -2.63***
Gross margin 53954.49 56545.24 52347.57 1.13
Labour 111.66 103.42 116.77 -3.16***
Nitrogen 7.00 5.51 7.93 -2 57%**
Phosphorus 5.55 5.24 5.73 1.04
Potassium 5.25 4.14 5.93 -1.99**
Seed 16.38 12.45 18.82 -7.59%**
Labour cost 38171.78 33073.93 41333.74 -5.24%**
Nitrogen cost 917.77 681.51 1064.31 -2.31**
Phosphorus cost 737.98 837.49 676.25 1.90*
Potassium cost 611.91 453.78 709.99 -2.29**
Seed cost 1284.32 954.56 1488.85 -8.09***

*x % and * represent statistically significant d%, 5% and 10% respectively.

3.4 Conclusions

The aim of chapter 3 was to describe the study, dheamethod of data collection and the
relevant characteristics of the respondents in KEbdte. The main conclusion from chapter
3 is that there is a low level of education in KeBlate. The majority of the farmers have
relatively few years of farming experience. Amdhg socio-economic variables, age, years
of farming experience, household size, asset vakiesnetre travelled and size of farm land
of the monocroppers differ significantly from thosg intercroppers. Land acquisition is
mainly by inheritance. It is also evident that tfermers have experienced land
fragmentation and degradation. The use of farmtss below recommended rates and the

yields are below the potential levels.

From the foregoing, it is evident that farmers iablki State are faced with the challenge of

inadequate inputs and low yields. The provisioradéquate inputs through cooperatives,
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government and non-governmental organisationshgilb in improving the yields of farmers

in order to safeguard against food insecurity.

Since land acquisition is mainly through inheritanland fragmentation is inevitable, which
poses a challenge to the agricultural sector. ebs®s in productivity can no longer be
sustained through land expansion, hence the neatllige the limited land efficiently, and
this can only be achieved if the farmers are tezdilyi and allocatively efficient in resource
utilisation. Accordingly, there is a need for meesearch on efficiency in order to ascertain

the levels of efficiency of the farmers and thadag influencing efficiency.

Developing programmes and policies that will enlgatize socio-economic status of the
farmers will help in improving productivity in Keblstate. The relatively low level of

farming experience calls for the need to enhanomdes’ experience through training and
education on agriculture by the Ministry of Agritire, Agricultural Development Projects
(ADP), research institutes, and through the extenagents and the mass media.
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CHAPTER 4
PROCEDURES

Introduction

Chapter 4 gives the description of the procedusesi o achieve the objectives of the study.
In order to achieve objective 1, the risk prefeeeraf the farmers is described using

Binswanger’s experimental approach.

Objective 2 of the study is to determine the magpartant risk sources and management

strategies, and to determine their dimensionsringef the underlying latent factor.

» The average scores and ranking of means was ust&téomine the most important

sources of risk and risk management strategies fhenhikert-type scale responses.

* Factor analysis was used to determine the dimessbrihe perceived risk sources

and management strategies.

» Factor scores for sources of risk and risk managersteategies obtained from the

factor analysis was used in the multiple regressamvariables.

* Multiple regressions were used to investigate &ationship between risk attitudes

and risk sources, risk management strategies goldrextory variables.

The purpose of Objective 3 is to determine thediacthat influence the choice of cropping

system by the farmers.

* A Logit regression model was used to determineitlaence of risk attitudes and

respondents’ characteristics on the choice of angpgystem of the households.

Objective 4 of the study is to explore the levetsefficiency with which farmers use
production inputs to produce their crops and alsoinvestigate the determinants of

efficiency. The efficiencies of the monocroppems ntercroppers were compared.
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* The Data Envelopment Analysis model was used terohehe the technical and cost
efficiencies in the use of resources by the intgpmg and monocropping farmers

in the study area.

« The metafrontier approach was used to compare tlieieacies of the

monocroppers and intercroppers.

« To test for the significant differences between d#ffciencies of the mono and

intercrop farms, the Wilcoxon Rank-Sum Test wagluse

4.1  Determining risk preferences of farmers in the study area

This section describes the procedure used in aodachieve the first objective of the study,

which is to explore the risk attitudes of the farsie “Risk attitude means there is a fear
trade-off/greed between making money and avoidotgrgial unfavourable consequences as
a result of taking risks” (FinaMetrica, 2008).

Hardakeret al (2004) have described three main attitudes tosvask, namely risk averse,
risk neutral, and risk seeking or risk loving. Trek-averse individual is one who is wary of
taking risks. The risk-neutral is a person whoyatdres about the expected pay off of an
investment and not the risk that must be takerchoeae the investment objective. A risk-
seeking individual is one who actively engagesiskyr investments. The measure of the
amount of risk an individual is willing to take wrder to achieve an investment goal is

referred to as risk preference (Hoag, 2009).

The principal theory that is used to guide decisitaking under risk is subjective expected
utility theory (SEU). Chances of bad versus goadcomes can only be evaluated and
compared knowing the decision maker’s relative gnexices for such outcomes. According
to the subjective expected utility (SEU) hypothesiee decision maker’s utility function
reflects his or her attitude towards risk (Andersbral. 1977). Although expected utility
theory has come under criticism (Rabin and Th&601; Allais, 1984; Rabin, 2000), the
SEU hypothesis nevertheless remains the most apgi@®pheory for prescriptive assessment
of risky choices (Hardakest al, 2004; Meyer, 2001). The SEU was selected far study
based on the fact that the theory is more appri@pifiar perspective assessment of risk

choices.
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* Measuring of risk aversion

In terms of utility framework, risk aversion can imeasured by partial risk aversion, which is
fixed regardless of the level of payoff (Menezed &lanson, 1970; Zeckhauser and Keeler,
1970).

Let Wstand for final wealth which consist of an initialealth(¢), and the certainty

equivalent of the prospect of new wealth, by definition,

W=¢g+M L4l
An individual’s utility function is given byl (W) =U (¢ + M).

From the utility function, relative risk aversioRRA) can be defined. Relative risk aversion

traces the behaviour of an individual as both viegltand the size of the prospelt rise

(Binswanger, 1981). The measure of relative risiksion is expressed as:

RRA= —W% =WQ ..4.2

Where Qrepresents absolute risk aversion (Pratt, 1964).

U andU" are the first and second derivatives of the wtflinction.

Evaluating RRA at pointg + M ), this becomes:
RRA= (¢ +M)Q ..4.3

The partial relative risk aversion (PRRA) was pregub by Menezes and Hanson (1970) and
Zeckhauser and Keeler (1970) following RRA. PRAlreviated as partial risk aversion.
Partial risk aversion traces the behaviour of alvidual when the scale of the prospebts

changes by a certain factor but weagthremains the same (Binswanger, 1981). Partial risk

aversion,S, is given by:

_ U W+M)
S(W +M) = M—u‘(vv+|v|) A4
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WhereW is certain wealth andil is the certainty equivalent of a new prospect.

A risk-averse individual would have increasing @artisk aversion for increases in the
prospectsM (Menezes and Hanson, 1970; Miyata, 2003). Fogtme used in this study,
each risk aversion category corresponds to anviater partial risk aversion$)®. Wealth

W and the certainty equivalent of a new prospdciwere provided.

4.1.1 Elicitation of risk attitudes: the experiment

A simple lottery-choice experiment approach thédves the measurement of the degree of
risk aversion over a wide range of payoffs was usetlis study. The approach is similar to
the lottery-choice data from a field experiment Bipmswanger (1980). The lottery-choice
procedure was recently used by Yesuf (2007), Koué2040) and Miyata (2011). In the
experiment, respondents were presented with a Beatlternative prospects involving

hypothetical money payments.

The payoffs were varied from very low levels (stigrabove the daily wage of an unskilled
rural labourer) to high levels (slightly above tirenimum monthly wage rate of a civil

servant). It is, however, believed that the paygifovided the incentive for respondents to
reveal their true preferences. The respondentsiceR between the given alternative
prospects is taken as an indication or sign ofdbgree of the individuals’ degrees of risk
aversion. The experiment was administered asqgfdtie questionnaire undertaken by the

sampled farmers in Kebbi State, Nigeria.

In this experiment, each subject was offered aesesf choices from sets of alternative risky
prospects, such as the set presented in Tableetbtvb The game lists six prospects, each
with 50% probability of winning. Each respondent was dskechoose his or her preferred
alternative from the six prospects: O, A, B, C.dDE. The risk aversion coefficients of the

respondents were calculated using a constant paskaaversion (CPR) utility function of
the formU =(S—-1)M*°,where S is the coefficient of risk aversion, amd is the certainty

equivalent of a prospect. The partial risk averstmefficients were computed for each

1 A constant risk aversion function (CRA) was usedrder to obtain a unique measure of partial risk
aversion associated with the indifference points/ben two alternatives (Binswanger, 1981). CRA is

expressed ad) = (1-S)M >
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indifference point (CE) at each game scale. Thpeupand lower limits of the CPR

coefficients for each prospect are presented ineTéal below.

Table 4.1 Classification of risk aversion coefficigs of the respondents, Kebbi State,

January 2012

Choices  Bad Good Expected Standard SApproximate Risk

outcome outcome gain deviation partial risk classification

“Heads” or spread aversion

“Tails” .
coefficient

O N5000 -N6000 5000 0 o to7.51 Extreme
A N4500 -N500 7000 3535.534 7.51t01.77 Severe
B N4000 -NL2000 8000 5656.854 1.771t00.84 Intermediate
C N3000 -NL5000 9000 8485.281 0.84to0 Moderate
D N1000 -NL9000 10000 12727.92 Inefficient
E NO N20000 10000 14142.14 0 too- Neutral to

preferring

Source: Adapted from Binswanger (198@)e that 1$ US =160

From Table 4.1 above, it will be seen that altevea® is the safest alternative in this game.
An individual who chose alternative O would simpgt-No000, whether he got heads or tails
with the flip of a coin, i.e. participation in thgame would result in an automatic and sure
increase in wealth by-5000. If the individual chose alternative A inste& O, his or her
expected gain would increase b2000, but a bad luck alternative (heads) would give or
her-Nb0O less in return than the person would have vedewith the safe alternative O. It
means that, if the respondent chose A instead dh®standard deviation in gain increased
from O t0-NB535.534. The same explanation holds for the ssoce alternatives, A to B, B
to C, and C to D: the expected gain increases,sandoes the spread between the two
outcomes. Alternative D and E have the same eggegain, but alternative E has a larger
spread. According to Kouamé (2010), when riskiesved in terms of uncertainty in gains,
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income or wealth, as in utility based choice thegrithe alternatives involve more risk the
further down you get in Table 4.1 above. The degreconcavity of an individual’s utility
function determines the choice the individual wilbke. The classification of the different
prospects from extreme risk aversion (alternatiyegoneutral to preferring (alternative E) is
the same as the one used by Binswanger (1980),tM{g®11) and Kouamé (2010). The
inefficient choice D was treated as its neighbayirainoice E and was considered as risk
neutral in the subsequent analysis Binswanger (1980he intervals of the partial risk

aversion(S) presented in Table 4.1 above correspond to tkeaxisrsion class. The values

of S are used as one of the explanatory variables itipteuregressions, technical efficiency

and cost efficiency models.

4.2  Determining the sources of risk and risk management strategies as
perceived by the respondents and the dimensions of the sources of risk

and risk management strategies

Twenty-one risk sources variables and twenty riskhagement strategies variables identified
from the literature review were used in the studly.the questionnaire, survey farmers were
presented a Likert-type scale range from one (madlla to five (very important). (The
Likert-type scale was used by Meuwissral (2001), Akcaoz and Ozkan (2005).) Farmers
were asked to rank the risk source and managematéges that were important to them.
The means of the responses obtained were thend-amlgder of importance to identify the

most important risk sources and management stestegi

To examine the dimensions of the perceived riskc@muand management strategies for the
monocroppers and intercroppers, factor analysis wgzxl. For the factor analysis, it is
believed that standard parametric statistical nreasare appropriate for ordinal variables in
the form of Likert-type scale (Patrick and MussE®97; Meuwisseret al, 2001). Habing
(2003) has stated that factor analysis descritesdhance in the observed variables in terms
of underlying latent factor. Factor analysis reziiattribute space from a larger number of
variables to a smaller number of factors and ak sia “non-dependent” procedure (that is,
it does not assume that a dependent variable @Efiggd. The data should be screened to
check for outliers that might attenuate the re¢BHrnett and Lewis, 1994). The factor

analysis was carried out using SPSS version 20.
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The data were screened for outliers and the reswlivs that there were no outliers in the
monocroppers data. One outlier was removed farenbppers (risk source) and seven
outliers were removed from the intercroppers (riskanagement). Ninety-eight

monocroppers were maintained for both risk sounterask management data. One hundred
and fifty-seven (157) intercrop farmers (risk s@)revere maintained and used for the factor
analysis. For the intercrop farmers (risk managejné&51 farmers were maintained for the

factor analysis.

To determine whether it is necessary to performfdloeor analysis, the measure of sampling
adequacy (MSA) is used. A sample size is adedoatiactor analysis if the ratio of cases to
variables in a principal component analysis iseaist 5 to 1. The result from the analysis
shows a ratio of 5 to 1 for risk source and managgrstrategy (monocroppers), while the
ratio for the risk source and risk management (antgpers) was 8 to 1 (see appendix B3 and
B4). Factor analysis can only be carried out drénhis correlation between the variables
(Habing, 2003), therefore the data were subjeatecbtrelation analysis. The result for the
correlation analysis shows that the variables wayaelated for both risk sources and
management strategies for the intercroppers andoonoppers. The highest correlation

value is 1.000 (see appendix B3 and B4).

It is also necessary to consider Bartlett’'s splitgriest which is used to test for the null
hypothesis that the correlation matrix is an idgnmatrix (Bartlett, 1950). The probability
value for Bartlett’s test should not exceed 0.0%e results from the analysis reveal that the
probability value for Bartlette’s test for all tlgroups of farmers considered was P = 0.00
(see appendix B3 and B4).

The Kaiser-Meyer-Olkin (KMO-test) gives a measufesampling adequacy; it determines
the suitability of individual variables for use fiactor analysis. Kaiser and Rice, as cited by
Berghaus, Lombard, Gardner & Farver (2005), exgeedhe Kaiser-Meyer-Olkin (KMO)

measure as:

r?
MSAJ) = 2ot 45

z K# | rzik +z K#j qzjk
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Where, MSA(J) is the measure of sampling adequacythe |" variable, Jk represents an
element of the correlation matriR, and ¢ represents an element of the anti-image
correlation matrixQ, which is in turn defined by the equatiQ¥SR'S, whereS= (diagR-
1)*2, The MSA must lie between 0 and 1, and is desdriby Kaiser as a measure of the
extent to which a variable “belongs to the famibf’ the larger group of variables. The
minimum acceptable KMO-value should exceed 0.50g¢faand Rice, as cited by Berghaus
et al, 2005).

The overall Kaiser-Meyer-Olkin (KMO) test for soescof risk for monocrop farmers and
intercrop farmers was 0.69 and 0.63, respectiv@y, (Bla). The KMO-test for risk
management strategies of monocroppers and intgrerspvas 0.56 and 0.74, respectively
(see appendix B2, B2a). The result indicates #tlathe KMOs are within the acceptable
value range (Kaiser and Rice, as cited by Bergkaat, 2005).

In order to determine the number of factors (ifitta be specified in the factor analysis,
principal component analysis was done (Aéfial, 2004). Habing (2003) and Stevens, as
cited by Berghau®t al. (2005), have outlined rules which can be useddirdhine the
number of factors that have to be specified infutor analysis. The rules are: scree plot,
fixed % of variance explained, a priori expectatand Kaiser’s criterion/Eigen value. For
this study Kaiser’s criterion/Eigen value greatsart 1 was used. The rule states to take as

many factors as there are Eigen values >1 forahelation matrix.

For the current study, principal component analygs used to determine the number of
factors to be specified in the factor analysis. lyQerincipal factors or components with
Eigen values greater than 1 were considered (HaB0@3) (see appendix B). For the risk
source (monocroppers), 3 factors have Eigen vajtegter than 1, and they explain 61949
of the total variation in the original variableRisk source (intercroppers) have 5 factors with
Eigen values greater than 1, which explain 6%76f the total variation in the original
variables. Risk management (monocroppers) haeetdrs with Eigen values greater than 1,
and they explain 62.68 of the total variation in the original variablesiVhile for risk
management (intercroppers), 3 factors have Eigdnesagreater than 1, which explain

71.25% of the total variation in the original variables.
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Factor rotation

According to Kleinbaumet al, (1988), factor rotation is necessary to simptifig factor
structure and enhance interpretability. There tare types of rotation, orthogonal and
oblique rotation. In orthogonal rotation, therenegscorrelation between the extracted factors,
while there is in oblique rotation. Habing (20@3ated that it is best to use an orthogonal
rotation which can be varimax or quartimax. Therfer maximises the sum of the squared
factor loadings across the columns which tendstoef each variable to load highly on as
few factors as possible. Whereas the later daesdme, but focuses on the rows. For this
study the varimax rotation was used. The next stép find the proportion of variables that

is explained by the common factors.
Communality

Communality is the proportion of variance in a ahte that is explained by factors that are
retained (Pohlmann, 2004). If these variables vierbe regressed on the retained factors,
communality represents the R-squared value thaidvoe achieved (NCSS, 2007). Low
communality is evidence that the variables analysee little in common with one another.
The results from the analysis show that all thealdes retained for the factor analysis have
communality values greater than 0.50 (see appeB8iand B4). After determining the

communalities, the next step was to conduct abiiliatest.
Reliability analysis scale alpha

According to Vogt (1999) and Milleet al (2003), the overall reliability of internal
consistency can be tested using Cronbach’s alghagives an indication of the extent to
which each item is measuring the same concepteasvhrall section in the questionnaire
covers the sources and risk management strate@iesbach’s alpha value ranges from O to
1.0 (Vogt, 1999). A value greater than 0.7 indésathe acceptable level of reliability
(Lazenbattet al, 2005). Seungt al (2006), however, state that Cronbach’s alpha values
greater than or equal to 0.50 are considered aagleptwhich suggests that the instrument is

reliable.
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Cronbach’s alpha is given by:

| e

a= 1-—

1
K_l k k
2.2.9;

i=1 j=1

..4.6

Where K is the number of items (questions) andis the estimate covariance between items

i and]. Note that theo; is the variance, not the standard deviation of ite

The results from the factor analysis reveal thagrall, Cronbach’s alpha values are greater
than 0.50 for both monocroppers’ and intercroppsairces of risk and risk management
strategies (see appendix B3 and B4). This impghas the variables explain the underlying

construct and they are intercorrelated.

The variables (var) retained in the factor analysisthe risk sources and risk management

strategies for the monocrop and intercrop farmess a
Monocrop- risk sources

var2 (pests), var5 (excessive rainfall), var6 (ffisient rainfall), var7 (drought), var9
(change in government and agricultural policy),2@a(liness of household member), varl2
(insufficient family labour), varl3 (loss of lantiieic clash), varl4 (theft) and varl8

(insufficient work animals).

Intercrop-risk sources

var2 (pests), var5 (excessive rainfall), var6 (fhewent rainfall), var10 (illness of household
member), varll (difficulties in finding labour) 1& (loss of land/ethnic clash), varl4 (theft)
varl6 (price fluctuation, of input and output) varamily relationships), varl8 (insufficient

work animals) and var21 (changes in climatic caods).
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Monocrop-risk management strategies

var6 (intercropping), var9 (storage programme)l0ggathering market information), varl2
(price support), varl5 (household head working faffn), varl8 (faith in God), varl9
(planning and expenditures) and var20 (sprayingliegases and pests).

Intercrop- risk management strategies

var3 (training and education) var4 (investing affrh), var7 (Adashe, i.e. cash rotation
contribution), varl0 (gathering market informatiorgrll (having crop insurance), varl2
(price support), varl5 (household head workingfaffn), varl6 (reduced consumption)
varl8 (faith in God) and varl9 (planning and expemels).

Factor scores are composite variables which prouwdermation about an individual’s

placement on the factors or components (DiStefah@l, 2009). Factor scores were
computed and then used in multiple regressions rémaining variables that were excluded
from the factor analysis were also included in tbgressions. The multiple regressions
investigated the relationships between risk atéfydgocio-economic factors, sources of risk

and risk management strategies.

4.3 Investigating the relationship between risk attitude, respondents

characteristics, risk sources and management strategies

Part of objective 2 is to investigate the relatlops between sources of risk and management
strategies and respondents characteristics. Fagtalysis was conducted on the data

obtained in relation to risk sources and strateigi@sder to obtain factor scores.

Multiple regression was used to investigate theti@hship between risk attitudes and
explanatory variables, sources of risk and risk agament strategies. In order to test for
multicollinearity and (degrees of freedom) problewisich result from high correlation of

independent variables and small humber of sampke cdmpared to the large number of

independent variables, multicollinearity tests waoae.
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4.3.1 Testing for Multicollinearity

Matignon (2005) and Andersoet al (2008) described the correlation between the
independent variables as multicollinearity. Theegence of multicollinearity among
independent variables makes it difficult to intetpthe individual effect on the response
variable (Matignon, 2005). There are several nughodicators that can be used for
examination of the presence of multicollinearitytvibeen variables. Some of the
methods/indicators include correlation matrix, tateee (TOL), variance inflation factor
(VIF), Eigen values and condition index (Cl) (Gaay2009; Walker and Maddan, 2008).

Corréelation matrix

Walker and Maddan, (2008) stated that multicolliitgacan be detected with the correlation
matrix. The rule of thumb test is that multicodlarity becomes a problem if the correlation
coefficient exceeds 0.7 for any two of the indememdvariables (Andersoat al, 2008;
Walker and Maddan, 2008).

Tolerance (TOL)

TOL tells how much of the variance of an independexrriable does not depend on other
independent variables. The closer the Tolerantgva 1, the smaller the multicollinearity
problem (Walker and Maddan, 2008, Gujarati, 2003).

Variance inflation factor (VIF)

VIF reveals how the variance of an estimatanftated by the presence of multicollinearity
(Guijarati, 2003). The VIF indicates whether theremulticollinearity in a model and it
shows which variable is problematical. AccordingWalker and Maddan (2008), a VIF of
less than 4 indicates that there is no multicodlimtg. A VIF of 5 is also acceptable.
However, O’Brien (2007) stated that any VIF greatean 10 indicates the presence of

multicollinearity.

Eigen values and condition index (CI)

The condition number is defined as the ratio of ileximum Eigen value to the minimum

Eigen value. The condition index is the squaré oddhe condition number (Gujarati, 2003).
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The rule of thumb for condition number is thattitanges between 100 and 1000, then the
variables are collinear. A value greater than 1888ws serious multicollinearity (Gujarati,
2003).

For the current study, the correlation matrix, V#iad the Eigen values and condition index
were used to test for the presence of multicolliiga The respondents’ characteristics used
for the regressions were subjected to multicollitgdests. The tests were done using NCSS
(Number Cruncher Statistical System), 2007.

* The tests for multicollinearity between the indegemt variables (explanatory

variables) reveals that the correlations were leee(@ppendix C).

* The variance inflation factor (VIF) for risk attde as the dependent variable for
monocroppers and intercroppers was less than 5,chwhindicates that

multicollinearity among the variables is unimpottan

* The condition number was less than 50 and the tondndex number was less than

10, which also shows that multicollinearity is @o$erious problem (see appendix C).

* The VIF for sources of risk as dependent variabtarfonocroppers and intercroppers
was less than 3. The condition number for mongoecp was less than 20 and less
than 17 for intercroppers. The condition index footh monocroppers and
intercroppers was less than 5. For the monocrgppeanagement strategy as the
dependent variable, the VIF was less than 3.

* The condition number and condition index were tes® 14 and 4 respectively. For
the intercroppers’ management strategy as the depéwvariable, the VIF was less
than 3. The condition number and condition indegrevless than 16 and 5,
respectively.

Since multicollinearity was not a serious problethe regressions were done without

adjusting the model.
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4.3.2 Specification of regression model to investigate the relationship
between risk attitude and respondents characteristics (variables),

sources of risk and management strategies

Multiple regression was used to investigate theti@hship between risk attitudes and
respondents’ characteristics, sources of risk, riskanagement strategies for the
monocroppers and intercroppers. The dependerdiblaris the risk attitude (indicated by
risk aversion coefficients) of the farmers, whileetindependent variables are farmers’
characteristics, sources of risk (as factor scaard)other variables excluded from the factor
analysis, and risk management strategies (as factwes) and other variables excluded from

the factor analysis. The implicit regression madejiven by:
Y=a,+pBX.... +X,+6¢ AT

Where Y = risk aversion coefficients (standardised, = respondents’ characteristics,
sources of risk (as factor scores), other variableduded from the factor analysis and risk
management strategies (as factor scores), and wHr@ables excluded from the factor
analysis.

4.3.2.1Variables that are hypothesised to influence monoop and intercrop farmers’

attitude towards risk

Farmers’ risk attitudes depend on their socio-enun@nd other characteristics. Some of the
respondents’ characteristics that are hypothedsé@dfluence farmers’ attitude towards risk

are shown in Table 4.2 below.

Cooperative Farmers who belong to a cooperative are hypahdsio be less risk averse
because they can get financial support from th@edive in case of any misfortune.

Education: It is hypothesised that the more educated arvithgial is, the less risk averse the
individual will be (Binswanger, 1980), probably bese they have other sources of income,
more access to agricultural institutions, and o#tkdls.
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Table 4.2 Variables and expected signs for risk attide of monocrop and intercrop
farmers, Kebbi State, January 2012

Variables Variable description Mono and
intercrop farmers

Cooperative Dummy 1 if the household head
belong to a cooperative or 0 Iif
otherwise

Education Education of the household head in

years spent in school -

Farming experience Farming experience of household he
in years -

Fadama Dummy 1 if the household head is
involved infadama cultivation or O if
otherwise

Size of farm Number of hectares cultivated by the

household head -

Household size Number of individuals living undee t
same roof and eating from the same
pot with the household head

House type Dummy 1 if the household head has a
modern house or O if otherwise -

Kilometre Distance travelled by the farmer from
house to the farm +

Positive sign implies that the variable has a direfituence on risk attitude of the farmer meanthgt increase in the
variable leads to increase in risk aversion offénmer the converse is true for negative signs.

Farming experience Farmers who have more years of farming experiemeeexpected to
be less risk averse (Binswanger, 1980). This isabige they are more knowledgeable
concerning environmental factors and seasonal pvegations of various agricultural

products.

Fadama: Farmers who havéadamaland may likely be less risk averse, becafastama
cultivation serves as a source of extra income, thrdlands can be used as collateral to

obtain loans from the financial institutions.
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Farm size Under unfavourable conditions, farmers with lartggm sizes are hypothesised
to be more risk averse for the fear of uncertasntiehe converse is true under favourable

conditions.

Household size The larger the household size, the less risksavre farmer is expected to
be (Miyata, 2003). A large number of household ioers provide family labour to the

farmer and some extra income from off-farm actagti

House type Farmers who own modern houses are likely to bg sk averse, because they
are thought to be relatively wealthy and probaldyehsome assets that they can fall back on

in the case of any unforeseen events.

Kilometre: The further the farm is located from the houbke,more likely the farmer will be
risk averse through the fear of theft, especiallyirdy harvest, and outbreaks of fire, and also

because of higher costs in terms of time and ti@msp

4.3.3 Specification of regression model to investigate the relationship
between sources of risk and respondents characteristics (variables),
risk attitude and management strategies

Multiple regression was used to investigate thati@hships between sources of risk and
respondents’ characteristics variables, risk atétuand risk management strategies. The
dependent variable is the sources of risk (indatatefactor scores), other variables excluded
from the factor analysis, while the independentiades will be the respondents’
characteristics, risk attitudes (risk aversion ioeits) and risk management strategies (as
factor scores) and other variables excluded froenféitctor analysis. The implicit Ordinary

Least Squares (OLS) regression model is given by:
Y=a,+pBX....: +X,+¢ ..4.8

Where Y = sources of risk (as factor scores), other végglexcluded from the factor
analysis,X = farmers’ characteristics, variables of the faisneask aversion coefficients and
risk management strategies (as factor scores) #ret wariables excluded from the factor

analysis.

100



4.3.3.1Variables and expected signs for sources of riskfenonocrop and intercrop

farmers

The variables and expected signs for sources bffeismonocrop and intercrop farmers are
presented in Table 4.3 below.
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Table 4.3 Variables and the expected signs of soas of risk of monocrop and intercrop farmers, KebbiState, January 2012

Variables
Sources of risk Age cooperat Education  Farming Fadama  Farm Size of farm Household Housetype Kilomet Risk Gross Asset
ive experience type size re attitude margin value

Flood/storn + + + + + + + + + + + + +
Pests -[+ + + -/+ + + + + + + + - -
Diseases -[+ + + -[+ + + + + + + + - -
Erratic rainfall + + + + + + + + + + + + +
Excessive rainfall + + + + + + + + + + + + +
Insufficient rainfall + + + + + + + + + + + + +
Drought + + + + + + + + + + + + +
Fire outbreak + + + + + + + + + + + + +
Change in government+ + + + + + + + + + + + +
lllness of household+ + + + + + + + + + + + +
Difficulties for finding + + + + + + + - + + + + +
Insufficient family + + + - + + + - - + + + +
Loss of land/ethnic + + + + - + + + + + + + +
Theft + + + + + + + + + + + + +
Market failure + + + + + + + + + + + + +
Price fluctuation (of + + - - - + + + + + + + +
Family relationships - - - - + + + + + + + + -
Insufficient work + - + + - + + - - + + + -
Lack of work animals + - + + - + + - - + + + -
Fertilizer + - + + + + + + - - + + +
Change in climatic - + + + + + + + + + + + +

Positive values mean that the variable has a dinflaence on the sources of risk. Increase invidméable implies that the monocrop and intercramier sees the risk item as a source of risk.
The reverse is true for the negative values. -/amaehat the variable has negative influence fananmppers and positive influence for intercroppers
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4.3.4 Specification of regression model to investigate the relationship
between risk management strategies and respondents

characteristics (variables), risk attitude and sources of risk

Multiple regression was used to investigate theati@hships between risk
management strategies and farmers’ characterisigts, attitudes and sources of
risk for the mono and intercroppers. The dependeniable is the risk

management strategies (indicated by factor scoogbr management variables
excluded from the factor analysis, while the indefent variables will be the
characteristics (variables) of the farmers, rigkuate (as risk aversion coefficients)
of the farmers and sources of risk (indicated bgtdia scores) and other
management variables excluded from the factor amaly The implicit OLS

regression model is expressed as:
Y=a,+pBX....: +X,+¢ 4.9

Where Y = risk management strategies (as factor scores),= Farmers’
characteristics variables, risk aversion coeffitseand sources of risk (indicated by
factor scores) and other management variables @edlfor the factor analysis.

4.3.4.1Variables and expected signs for risk management fanonocrop and

intercrop farmers

The variables and the expected signs for risk memagt for monocrop and

intercrop farmers are shown in Table 4.4 below.
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Table 4.4 Variables and the expected signs of riskanagement strategies of monocrop and intercrop faners, Kebbi State, January

2012

Variables
Risk management Age cooperative  Educati Farming Fadama Farm Size of Household House Kilometr Risk Gross Asset

. on experienc type farm size type e attitude margin value

strateaies P yP yp 9
Spreading sales + + + + _ + + + + + + + +
Fertilizer provision by + + + + + + + + + + + + +
aovernment/se
Training and - + + - + + + + + + + + +
educa_ti0|
Investing off- farm + + + + + + + + + + + + +
Fadamacultivation + + + + + + + + + + + + +
Intercropping -[+ - - -+ - - - - - N + + +
Adashe (rotation + + + + + + + + + + + + +
savinas
Cooperatives + + + + + + + + + + + + +
Storage programme  + + + + + + + + + + + + +
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Gathering market + + + + + + + + + + + + +

informatior

Having crop insurance- + + + + + + + + + + + +
Price support + + + + + + + + + + + + +
Borrowing (cash or + + + + + + + + - + + - -
grains

Family members + + + + + + + + + + + +/- +/-
working off-farm

Household head work- - - - - + + + - + + - -
off-farm _

Reduced consumption+ + - + + + + + - + + - -
Selling of assets + - - + - + + + - + + + +
Faith in God + + + + + + + + + + + + +
Planning expenditures + + + + + + + + + + + + +
Spraying for diseasest+ + + + + + + + + + + + +
and pesi

Positive signs mean that the variable has a dinflaence on risk management strategies which iespihat the higher the explanatory variable, theenttte monocrop and
intercrop farmer sees the variable as a risk managestrategy. Converse is true for negative sigihigneans that the variable has negative infludocenonocroppers and
positive influence for intercroppers. The +/- signfamily members working off-farm means that tleiable is ambiguous for both the monocroppersiatgicroppers.
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4.4  Determining the factors that influence the choice of cropping system

The third objective of the study is to determineethier respondents’ attitudes toward risk
and characteristics influence their choice of ciogsystem. Logit regression was used in

order to achieve objective 3.

4.4.1 Specification of the regression model to determine the factors that
influence the choice of cropping system

The Logit model was used to ascertain the influeotcéousehold characteristics on the
choice of the cropping system practised. The Lomtel arises from assuming a logistic
distribution. Greene (2000) has stated that utlgerstandard assumptions about the error
term, there is na priori reason to prefer Probit to Logit estimation. lnsthapplications, it
seems not to make much difference. Logit modetssmated by maximum likelihood.
Consequently, goodness of fit and inferential stas is based on the log likelihood and Chi-

square test statistics. The general form of thgidtw regression model is given by:

&,
Li=Ln( ';é):[a’0+,3i X, +e .. 4.10

1- &

L, is referred to as the logit, hence the term “lagddel”, and¢ is the probability of a
farmer practicing intercroppingX; represents the set of explanatory variables tiflateince

the farmer practicing intercroppingi. is the parameter to be estimated &ndepresents the

error term.

In general, the formulation of the model can betemi as:

CHQ,, = 5, + BEXP+ 5,ASV+ B,RA+ B,FS+ S.LD +e

WhereCHO is the choice of cropping system (intercroppingn@nocropping).

EXP = Years of farming experiencASV= Asset valueRA = Risk aversion coefficient§S
= Size of farm land,.D = Land degradation.
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4.4.1.1The variables that influence the choice of croppingystem and the expected signs

The variables that influence the choice of croppsygtem and the expected signs are

presented in Table 4.5 below.

Table 4.5Variables that influence the choice of cropping syem and the expected signs

Variables Variable description Expected

sign

Farming experience (EXP) Farming experience of @bokl head in

years

Asset value (ASV) The amount of assets (e.g housesn,

bicycle, etc) valued in naira

Risk aversion: (RA) Risk aversion coefficients +
Size of farm land(FS) Farm size (ha) -
Land degradation (LD) Dummy: 1 if the farmer pevesi his soil

+

fertility is low and eroded; O if otherwise

Farming experience

Farming experience reduces the probability of fasmaracticing intercropping. The farmers
with only few years of farming experience are k& be more risk averse and may tend to
practise intercropping as a means of diversificgtgp that they can harvest at least one crop

in a bad year.

Asset value

Asset value is expected to reduce the probabifitiaoners’ practicing intercropping. For
good yields, farm inputs such as fertilizer, agelitals and seed must be applied at the
right time and at recommended rates. Only farmtts high asset value can afford inputs at
the right time and at recommended rates.
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Risk aversion

Risk aversion enhances the probability of farmpracticing intercropping. The risk averse
farmers are more likely to practise intercroppisgaameans of diversification so as to avoid

total crop and market failure in a bad year.

Size of farm land

Farm size is hypothesised to decrease the protyabilifarmers’ practicing intercropping.
Farmers with larger farm sizes are likely to psetmonocropping because of its advantage

of giving higher yields and more economic retumdsléon, 2006; Mmom, 2009).

Land degradation

Land degradation is expected to enhance the prdlgadfifarmers’ practicing intercropping.
One of the advantages of intercropping is thatives as a means of replenishing the soil
nutrients, and farmers whose farm lands are dedradelikely to practise intercropping as a

means of combating the menace.

4.5 Estimation procedure of technical and cost efficiency

The fourth objective of this study is to investigdhe levels of efficiency with which the
farmers use their production inputs to producertlveops. This section describes the

procedure for the estimation of farm efficienci@sprder to achieve objective 4.

4.5.1 Variables used in the estimation of efficiency

The production process involves the utilisationimgduts to produce outputs. Data for the
input variables and outputs obtained from the qoesaire in appendix A were used to
estimate the technical and cost efficiencies. Aaoldal information on environmental

variables was also obtained from the questionnaire.

The inputs used to analyse the technical efficiasfdjre monocrop and intercrop farmers are
labour, nitrogen phosphorus, potassium and seedst bf the labour utilised by the farmers
in the study area is manual, using simple farm em@nts, such as hoes, cutlasses, sickles

and rakes. Animal traction is mostly used for lgmeparation. Labour can be measured in
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man-hours or man-days. In this study, labour waasuared in man-days because it is
believed that farmers can recall the number of ohays used for each operation more easily
than the man-hours used. Researchers, such asd@gamd Ojo, 2007; Ajibefun, 2008;

Ogundariet al,, 2010; Begunet al, 2011, have used man-days to measure labour.

Nitrogen (N), phosphorus (P) and potassium (K) weentified as the sources of plant
nutrients that enhance the vegetative growth aftaom, cowpea, groundnuts and millet as
monocrops and as intercrops. N also supprestgga hermonthicgdDel.) Benth which is the
witchweed that parasitizes sorghum and causes &08titof the loss in production (Mumera
and Below, 1993, Sinebo and Drennan, 2001). Theotifertilisers (NPK) has been reported
to increase sorghum yield up to £24n India (Abida, Mussarrat, Safdar, Ghulam, & Reh
2007). One of the important factors limiting higleeop yields is the low application of P in
relation to N (Abideet al, 2007). Combination of NPK fertilizers gives teetsorghum yield
(Tanchev, 1995).

The effect of NPK on cowpea production is improvemim yield components and grain
yield (Abayomiet al, 2008). N plays an important role for growth ateelopment of pearl
millet (Khairwal et al, 2007). P availability helps in increased ey of nitrogen use by
plants, as plants cannot grow without P (Khairetahl, 2007). Potassium plays a vital role
in the improvement of quality of crop produce. &eéethe key to overall economic growth
for increased agricultural productivity. For tregudy, seed was included as an important
variable in the estimation of efficiency. Reseahas shown that the quality of seed alone
accounts for an increase in productivity of at idf15% (Ousmane and Ajeigbe, 2008).

4.5.2 Variables hypothesised to influence technical efficiency

The explanatory variables associated with techratfadiencies are: age, educational level of
household head, years of farming experience, holdelize, access to extension, access to
credit, land fragmentation, land degradation, tgpéouse, asset value, walking distance to
the farm, risk attitude of the farmer, animal tr@ef membership of farmers’ organization,
fadamacultivation, and access to market. A positive sigaans a positive influence on

efficiency.
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Table 4.6 below shows the hypothesised variabkes;rgption and their expected signsge
is hypothesised to have a positive influence omrtmal efficiency (Msuyaet al 2008;
Amos, 2007). A farmer’s experience increases &k and resource empowerment, thus

leading to increase in efficiency.

Education is hypothesised to have a positive relationshith wechnical efficiency (Guét
al., 2009; Amaza 2000; Ajani 2000; Adeoti 2002; Ajiloe and Abdulkadri 2004; Ajibefuat
al., 2006; Yusuf and Malomo 2007; Soks$ al, 2009; Kyeiet al, 2011; Ogunniyi and
Ojedokun 2012; Jordaan, 2012). Educated farmer® lzabetter understanding of new
technologies and can more easily adopt the tecbredp they often also have better
managerial skills, and hence they are likely ton@e efficient than farmers who are not

educated.

Farming experienceis expected to have a positive influence on texdirefficiency, because
farmers with more years of farming experience tenlave a better understanding of farming
practices (Ajibefun and Abdulkadri 2004; Ajibefen al., 2006; Idjesa, 2007; Ogunniyi and
Ojedokun, 2012; Yusuf and Malomo 2007; @thl, 2009; Kyeiet al, 2011).

The household sizeof the farmer is expected to have a positive ajatiee influence on
technical efficiency. Yusuf and Malomo (2007) anthdn et al (2003), reported that
household size has negative influence on technefétiency. Ebong, (2005) and
Onyenweaktet al (2005) however, stated that household size hpsitive association with

technical efficiency.
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Table 4.6 Variable definition and expected signs fdactors hypothesised to influence
technical efficiency for monocrop and intercrop famers in Kebbi State, Nigeria.

Variable Description Expected
sign
Age (AGE) Age of household head, years +
Education (EDU) Education of the household headyears of +
schooling
Farming experienceFarming experience of household head in years +
(EXP)

Household size (HHS) Number of individuals livingder the same roof  +/-

and eating from the same pot with the house
Access to extensionDummy: 1 if the farmer had a contact with an +

(AGX) extension agent, O if otherw
Access to credit (CRT) Dummy: 1 if the househo&hdh benefitted from +

financial institution or O if otherwis
Land fragmentation Dummy: 1 if the farmers land is fragmented into

(LF) more than two plots or 0 if otherw
Land degradation (LD) Dummy: 1 if the farmer pevesi his soil fertility

is low and eroded or O if otherw

Type of house (HT) Dummy: 1 if the farmer has a eradhouse and 0 +
if otherwise

Asset value (ASV) The amount of assets (e.g hawsa, bicycle etc) +
valued in nair

Kilometre (KM) Average walking distance to farm -

Risk attitude (RA) Risk aversion coefficients +

Traction (TR) Dummy 1 if the household head usemahi +
traction or O if otherwis

Membership of Dummy 1 if the household head belong to any +

organisation (COOI farmers organisation or O if otherw
Access to fadama Dummy 1 if the household head is involved in +

(FDM) fadamacultivation or O if otherwise
Access to market Dummy 1 if the farmer has acaessarket or O if +
otherwist

Positive sign imply that the variable has a posiiiMfluence on technical efficiency; converse
is true for negative signs.

111



Access to extensiolis expected to have a positive influence on texdirefficiency (Tchale
and Sauer, 2007; Kamruzzaman and Hedayetul Isl@08;2Soliset al, 2009; Nyagakat
al., 2010; Akinbodeet al, 2011). Farmers who have access to extensiaticesrbecome

better informed on farm management practices tratnhance farm productivity.

Access to creditis hypothesised to influence technical efficiempmgsitively (Abdulai and
Eberlin, 2001; Tchale and Sauer, 2007; Tanko amgi, J2008; Nyagakeet al, 2010;
Maseatile, 2011). Jordaan (2012) reported a pesitelationship between formal and
informal credit and technical efficiency. Access dredit enables farmers to purchase

adequate farm inputs, and in good time, thus impgpefficiency.

Land fragmentation is hypothesised to have a negative influence chnieal efficiency
(Gul et al, 2009; Wadud and White, 2000). The negative@aton of land fragmentation
on technical efficiency is caused by the fact fregmentation increases transportation costs
of the farmer and his or her farm implements. Alssources are diverted away from what

would have otherwise been productively appliedrompction (Monchulet al.,2010).

Land degradation (soils that are eroded and low in soil fertilit|g) expected to have a
negative influence on technical efficiency (Wadud &Vhite, 2000). Land degradation leads
to depletion of the soil nutrients essential foarl growth, hence decreasing efficiency.
Msuya et al (2008) reported that land fragmentation has aatimgy effect on technical

efficiency.

Type of houseis hypothesised to influence technical efficiencizarmers with modern
houses are considered to be wealthy and can affopdrchase adequate farm inputs which
enhance better crop yield.

Asset valueis hypothesised to have positive influence onnexi efficiency (Haji, 2007).
Farmers with high asset value are more likely teehlaigher incomes which enable them to
purchase adequate farm inputs.

Kilometre, which is the average walking distance from the bBdoghe farm, is hypothesised

to have a negative relationship with technicalogficy (Msuyeet al, 2008). This is because
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of the fact that more time, that is supposed totiesed for labour on farms, is used to walk

long distances to the farms.

Risk attitude is hypothesised to have positive influence onneg efficiency. Risk-averse
farmers are more likely to be technically efficieand this could be attributed to their
tendency to allocate resources under their diggretiore optimally (Dhungaret al, 2004).
There is also a possibility that risk-averse fasnenay allocate their resources more
conservatively. Technical efficiency may be redate farmers’ perceptions of production
uncertainty (Dhunganet al., 2004).

The use ofanimal traction is hypothesised to have a positive influence arhrigal
efficiency (Douglas, 2008). Animal traction tendsenhance labour utilisation, especially

during land preparation and weeding.

Membership of farmer’s organisation is hypothesised to influence technical efficiency
positively (Nyagakaet al, 2010). Farmers who belong to cooperatives fual resources

to purchase farm implements and inputs, which draresl among members of the
cooperative, thus improving the resource utilisatad the farmers. The cooperatives can
improve farmers’ access to obtaining fertiliser dangproved seed from the agricultural-

related institutions.

Access tofadama is hypothesised to have a positive influence ohrtmal efficiency of the
farmers. As mentioned aboviadamaare flood plains and low-lying areas underlined by
shallow aquifers found along Nigeria’s river sysgerwhich are used for small-scale
irrigation. Fadamacultivation is a form of enterprise diversificatiovhich allows farmers to
generate extra income that can be used to finathes farm enterprises, thus improving farm

efficiency.

Access to marketis expected to have a positive influence on efficy (Msuyeet al, 2008;

Desilva 2011). Tchale and Sauer (2007) stated #taess to output markets reduce
transaction cost and encourage farmers to grow-ts crops. Douglas (2008) stated that
lack of access to markets is a disincentive to émsmwhich discourages them from

increasing future production.
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4.5.3 Data envelopment analysis

DEA method is aimed at constructing a non-paramepiece-wise surface or frontier over
the data. Efficiency measures are then calculaiadive to this surface (Coebi al., 2005).
The decision making units (DMUs) are the farmersowdre either monocroppers or
intercroppers. A DMU is said to be fully efficietftit lies on the frontier, and inefficient if

otherwise.

To measure technical efficiency, the output oritattaefficiency estimator,gi, can be
derived by solving the following linear programmipgpblem for each DMU, thus obtaining
a value of technical efficiency score for each DNCbelli et al, 2005; Simar and Wilson,
2007).

] " n
O, =max{d > 0|8, y; =D viAix; =2 D x4 A 20} 2411
i-1 -1
O
oA
i =1..n DMU’s

WhereYy, is a vector of outputsy; is a vector of inputs and is a Ix1 vector of constants.

] O
The value obtained fod is the technical efficiency score for tHeEOMU. It satisfies:d <1,
O
with a value of 0 =1, indicating that the DMU is technically efficient.This linear

]
programming problem must be solved | times, onececbch DMU. A value ofd is thus
obtained for each DMU.

The DEA model described above is a constant ratustale (CRS) model. Variable return
to scale (VRS) can be imposed on the model in emudtl11Error! Reference source not

found. by introducing the constraiEinzlxl =1. In this study the CRS assumption was used.
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Russell (1990) stated that the use of CRS assungptias some mathematical properties
which are desirable.

4.5.3.1Bootstrapping procedure

The Double Bootstrapping procedure is applied touacated regression of non-parametric
DEA efficiency estimates on explanatory variablesaitwo-stage procedure explaining the
sources of efficiency variations among monocrop amercrop farmers. The double
bootstrap procedure was recently used by Olson \amnd(2009) and Jordaan (2012).
Bootstrapping allows the computation of the estedattandard errors, confidence intervals

and hypothesis testing. Algorithm two was usethenstudy, following Jordaan (2012).

]
[1] Calculate the DEA output-orientated efficiensgore o, for each DMU, using the

linear programming problem in equation 4Hrtor! Reference source not found.

]
[2] Use the maximum likelihood method to estimdte truncated regression @ on

] ]
z,, to provide an estimatg, of S, as well as an estimate, of o, .

The principal components extracted from the oabinvariables that were

hypothesised to influence technical efficiency werged as the explanatory or
environmental variabldg ). Following Jordaan (2012), the explanatory vdesb

were standardized in order to extract the princgmethponents. For the standardised
variables, a mean of zero and standard deviatioonef was obtained. The Eigen
vectors that are used to construct the principatmanent were calculated using the
standardized explanatory variables. Principal comepts with an Eigen vector
greater than 1 were included in the regressionyaizalKaiser, 1960). The Eigen
values of the principal components of the varialihes were initially hypothesised to
influence the technical efficiency of the monocesy intercrop farmers are presented
in Chapter 6. The summary of the factor loadirgstlie different sample groups is
shown in Appendix E.
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[3] For each DMUI = 1..n, repeat the next four steps (i - il times to obtaim set of

O
bootstrap estimates B={d,,"} % :
o o
[i] Draw &, from the N (0,0,” )distribution with left truncation at— 8z .
. ]
[ii] Computed =Lz +¢,.

]
[iil Construct a pseudo data sg¢,y;),wherex =x andy, =Yy, di/J; .

[iv] Compute a new DEA estimat® on the set of pseudo dat® , y; ), i.e.

O
O O O O
[4] For each DMU, compute the bias corrected edtrda = 0, — bias, wherebias; is the

O 0
0. -0

=1 i i

B

O
bootstrap estimator of bias obtained bisis; = %Zb

O
O

[5] Use the Maximum likelihood method to estimate truncated regression @ on
m]
O
O

O
z,, providing estimates 8,0 | of (8,0,).

In the truncated regression, the principal compt®f the explanatory variables

were used as.z

[6] Repeat the next three steps (i — B) times to obtain a set of bootstrap estimates

O
O
m]

O
B,.,0,,b=1....B,
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0

O
O O
[1] For i =1..n,& is drawn fromN| 0,0 | with left truncation at 1- Sz

0

[i]  For i=1...n, computed :Ezi +E,.

[iv] The Maximum likelihood method is again used éstimate the truncated
O
O

O
O
regression 0B, on z, providing estimates 5,0

[7] Use the bootstrap results to construct confogeintervals (Simar and Wilson, 2007).

4.5.4 Determination of allocative efficiency of monocrop and intercrop

farmers in Kebbi State

Part of objective 4 is to investigate the levelalbdcative efficiency of the farmers in Kebbi
State and to explore the determinants of costieffay. The procedures followed to achieve
objective 4 are discussed in this section.

4.5.4.1Definition of allocative efficiency

Allocative efficiency is defined as the ability af decision maker to utilise the inputs in
optimal proportions, given their respective prigesl the production technology (Coetli

al.,, 2005). Coelliet al (2005) mentioned that there are three measureallofative
efficiency. They are cost, revenue and profitagdincy. The three efficiency measures can
be determined if price data are available. In $tigly, cost efficiency is used as a measure of
allocative efficiency of the monocrop and intercfapmers. Cost efficiency is the ability of
a farm to produce the current output levels at mum cost (Coelliet al, 2005). Cost
efficiency is given by the ratio of minimum feagldost to actual cost (Coe#t al, 2005).

It is possible to estimate cost efficiency when ERdUs pay different prices for their inputs
and obtain the same prices for their produce (Cetlhl, 2005). In this study it is assumed

that, on average, farmers receive the same procabéir produce and pay different prices for
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their inputs. For details of revenue and profitcgéncy, see Coellet al. (2005) and Jordaan
(2012).

4.5.4.2Specification of the DEA model to estimate cost efficiency

The cost minimising DEA for the case of variabléures to scale (VRS) using an input-

orientated DEA model, according @oelli et al (2005), is given by:

min, . WX/, .4.12
Subject to - +QA =0,
X —XA=0,
11A=1
A=20,

WhereW is a N x1 vector of input prices for the—th farm andx’ (which is calculated by

the linear programming) is the cost minimising wecif input quantities for the—th farm,
given the input price$\, and the output levels|;. A is a | x1vector of weights,M x 1 is

output matrixQ,

The total cost efficiency (CE) of the farm is exgwed as:

WX
CE'® %Vi'xi ..4.13

Thus, the CE is the ratio of minimum cost calcudateom equation 4.12 above to the
observed or actual cost for tihe th farm. The value of CE score lies between zerocared

A value of one indicates that the farm lies onftioatier and is efficient (Begurat al, 2011,
Jordaan, 2012).
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4.5.5 Estimating the determinants of cost efficiency of the respondents

Recent studies on the determinants of efficienapygu®EA approach have applied Tobit
regression in the second stage (Begum, 28idan and Haji, 2011). It has been argued that
the efficiency scores obtained from DEA are notegated by a censoring process but are
fractional data (McDonald, 2009; Simar and Wilsd@®0?2). Therefore, the use of Tobit to
estimate the determinants of DEA efficiency scoiesnot reliable. Since the double
bootstrapping procedure for cost efficiency hasyebvtoeen developed (Olson and Vu, 2009),
the linear unit interval model is an appropriatéadgenerating process (DGP) for efficiency
scores. According to McDonald (2009), ordinarystesquares (OLS) is an unbiased and

consistent estimator. The linear unit interval eldd given by:
Y, :)(i18+ui ...4.14

Where u, /X are normally, identically and independently disited with zero means,

0<vy, <1, with the limit pointy, =1 possessing positive probability.

Generally, OLS estimates ¢f is consistent and asymptotically normal (McDon&@d09).

From the foregoing, the current study uses the xG&quation 4.14 above to examine the

determinants of cost efficiency among monocrop iatefcrop farmers in Kebbi State. The
efficiency scores(yi) which is the dependent variable obtained from gquoat.13 above, is
logged (McDonald, 2009; Jordaan, 2012). The exitany variables are the independent

variables in the regression. Table 4.7 presentsfdab®rs hypothesised to influence cost

efficiency.
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Table 4.7 Variables hypothesised to influence cosfficiency of monocrop and intercrop

farmers in Kebbi State, January, 2012

Variable Description Expected
sign
Education (EDU) Education of the household headyears of +
schooling
Farming experienceFarming experience of household head in ye +
(EXP)
Dummy 1: if the farmer had a contact with jan  +
Access to extension . . :
extension agent, O if otherwise
(AGX)
Access to Credit (CRT)| Dummy 1: if the householdadhebenefitted +
from financial institution or O if otherwise
Asset value (ASV) The amount of assets (e.g. hawsen, bicycle +
etc) valued in naira
Risk attitude (RASTD) Risk aversion coefficients -
Membership of Dummy 1 if: the household head belong to any +
organisation (COOP) | farmers organisation or O if otherwise
Access to fadama| Dummy 1 if: the household head is involved in  +
(FDM) fadamacultivation or O if otherwise
Age (AGE) Age of household head, years +

Land fragmentation (LF

Dummy: 1 if the farmersdas fragmented
into more than two plots or O if otherwise

Positive values indicate that the variable hassitipe relationship with cost efficiency
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Education

Education is hypothesised to have positive infleenn cost efficiency. Farmers who are
educated are likely to have better managerial tgpilinderstanding of resource allocation,
farm planning and access to information which iefices cost efficiency (Dhungaetal.,
2004; Hassan, 2007; Khan and Saeed, 2011).

Farming experience

Over the years, farmers gain better understandirfgrom management practices and attain
better managerial skills which influence allocateféiciency positively (Okoyeet al, 2006;

Bozoglu and Ceyhan, 2007; Obatal, 2010; Jordaan, 2012). In this study the vaeabl
farming experience is hypothesised to have a pesgifect on cost efficiency. Farmers with
higher farming experience have good knowledge aé@eal price variations of inputs and

thus purchase input at minimum cost, which in t@sults in allocative efficiency.

Access to extension

Access to extension is hypothesised to have pesitifiluence on allocative efficiency.
Farmers who are trained on the adoption of improaggonomic practices, produce
marketing, and seasonal price variations have hehigbility to use resources efficiently
(Mbanasor and Kalu, 2008; Obare et al., 2010; KdrahSaeed 2011).

Access to Credit

Access to credit is expected to have positive effecallocative efficiency. Farmers who
have access to credit are likely to purchase fanputs, farm implements and also pay for
labour, all in good time, hence increasing alloeatfficiency (Okoyeet al, 2006; Obaret
al., 2010; ).

Asset value

A higher asset value of a farmer is hypothesisechdwe a positive relationship with
allocative efficiency (Haji, 2007). Farmers witlgh asset values are able to purchase

adequate farm inputs and implements, and in gooé, tihus improving allocative efficiency.
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Risk attitude

Risk attitude is hypothesised to have a negatifleance on allocative efficiency. The more
risk averse a farmer is, the more likely the farnseto be cost inefficient (Dhungamea al.,
2004). This is because production uncertaintied te make farmers underutilise purchased

farm inputs (Williamset al,, 1992).

Membership of agricultural organizations

Membership of agricultural organizations is expdcte have a positive influence on
allocative efficiency. According to Obaet al. (2010), farmers who belong to cooperatives
are better informed about production practices &asle better access to inputs, thus

enhancing their allocative efficiency.

Access to fadama

Access tdadamais hypothesised to have a positive relationship aitocative efficiency. It
is believed that farmers who cultivatadamalands have more experience in terms of
resource utilisation and are able to get extranmedromfadamacrops, which can be used to

enhance the cultivation of arable or upland crops.
Age

A positive relationship is expected between agecst efficiency of farmers (Mbanasor and
Kalu, 2008). Older farmers are more experiencednming and are expected to make more

rational decisions on resource allocation, heneg #re likely to be more cost efficient.
Land fragmentation

Land fragmentation is hypothesised to have a negassociation with cost efficiency. Land
fragmentation leads to small and uneconomic siZesperational holdings and this is
considered to be an impediment to efficiency, thaslting to cost inefficiency (Kawasaki,
2010). The number of arable plots cultivated igatizely correlated with the net farm

income per hectare (Bizimana, Nieuwoudt & FerréQ4).
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4.6 Estimation procedure for the technical and cost efficiency metafrontier

Part of Objective 4 is to compare the technical evst efficiencies of the mono and intercrop
farms in order to ascertain the differences betwewtafrontier and the group frontier.
Following O’Donnellet al. (2008), the metafrontier production function wsed to achieve

this objective.

The basic analytical framework

The production theory and the concept of distamicetfon form the basis of the efficiency
measurement. O’Donnetit al (2008) have defined the metafrontier and grooptfers in

terms of output sets and output distance functions.

4.6.1.1The metafrontier

Let y and x be non-negative real output and input vectorsimiedsionsM x1 and N x1,

respectively. Themetatechnologyset contains all input-output combinations that are

technologically feasible. Then,
T :{(x, y):X=20;y=0; x can producey}. ..4.15

Themetatechnologgetis associated with input and output sets. Thpuiget is defined for

any input vectorx, given by:
P(¥) ={y:(x y) DT} ..4.16

The boundary of this output set is referred tolesdutputmetafrontier The output set is
assumed to satisfy the standard regularity progsedescribed bydfe and Primont (1995).
When measuring efficiency, the technology using theput metadistancefunction, is

defined as:
D(x y) =inf,{6>0:(y/6) OP(x)}. A7

Given an input vector, this function gives the mmaxim amount by which a farm can radially

expand its output vector. The distance functidmerits its regularity properties from the
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regularity properties of the output set. An oba&on (X,y) can be considered technically

efficient with respect to the metafrontier if, amaly if, D(x,y) =1.

4.6.1.2Group frontier

Consider the case where the universe of the faansbe divided intoh(>1) groups, and

suppose that a certain group is constrained byuress, regulatory and other environmental
factors which may prevent the farms from chooshegfull range of technologically feasible

input-output combinations in the metatechnology, s&t Rather, the input-output

combinations available to farms in the" group are contained in the group-specific

technology set:
T"={(x,y):x=0;y=0;x can be used by farms in grotipto produce,y}.  ...4.18

The H group-specific technologies can also be repreddmyethe following group-specific

output sets and output distance functions:
P"(x)={y:(x,y)OT"}, h=12...H; and ..4.19
D*(x y) =inf,{8>0:(y/6)0P"(x)}, h=22,....H ..4.20

The boundaries of the group-specific output se¢sraferred to agroup frontiers If the
output sets,P"(x),h=12,...,H, satisfy standard regularity properties, then tlstadce

functions, D" (x,y),h=12,....H, also satisfy standard regularity properties. &eiails of

the standard regularity properties, refer to O’'Delhret al. (2008 pp233) and dFe and
Primont (1995).

4.6.1.3Technical efficiencies and metatechnology ratios

An observation(x,y) is technically efficient with respect to the metaitier if, and only
if, D(x y) =1. Generally, an output orientated measure of teahefficiency of an observed

pair (x,y) with respect to the metatechnology is represenyed

TE(x Y) =D(XY). ..4.21
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Since the grouph output distance functionD"(x,y), can take a value no less than the
output metadistance functiol(x,y). In another way, the metafrontier envelops thmigf

h frontier. Whenever a strict inequality is obsehaetween the group- distance function
and the metadistance function, we can obtain a uneas how close the group-frontier is

to the metafrontier. Specifically, the output-ot&ted metatechnology ratfo(MTR) for

group-h farm is defined as:

MTR' (x,y) = oo )= TEXY) 28
YTy TE () o

In this study the groups comprise the sorghum fafmenocrop), sorghum/cowpea and
millet/cowpea (intercrops).

The decomposition of the technical efficiency oparticular input-output combination is

provided by equation 4.23 below:
TE(X,y) =TE (X, Y) xMTR' (X, Y). .23

Equation 4.23 above shows that technical efficiemogasured with reference to the
metafrontier (representing the existing state obvidedge) can be decomposed into the
product of technical efficiency measured with refare to the grou frontier (representing

the existing state of knowledge and the physicatiad and economic environment that

characterise group+ (which measures how close the grolugrontier is to the metafrontier).

4.6.2 Data Envelopment Analysis for the technical efficiency

For the DEA technical efficiency metatechnologyntier comparison, the estimates were
done normally without using the bootstrapping applo The DEA is a linear programming

methodology that uses data on output and inpugsaafps.

Using the input orientated approach and assumingtaat returns to scale, the DEA problem

is given by:

2 Batteseet al (2004: 94) refer to this measure as the “techmolyap ratio”. However, increases in
the (technology gap) ratio imply decreases in e lgetween the group frontier and the metafrontier.
In this study the “metatechnology ratio” is used.
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min,, 6
Subjectt®, +QA =0,
Oy — X120,
A=0, ..4.24

Where @ is a scalar andl is a | x1vector of constants.N x1 input matrix X, M x1

output matrix,Q, g, and X; are the column vectors of output and input respelgt The
value of Bobtained is the efficiency score for thk farm. The value satisfie€ <1, with a

value of 1 indicating a point on the frontier arghbe a technically efficient farm (Coedi
al., 2005). Note that the linear programming problamst be solved times, once for each

farm in the sample. A value &f is then obtained for each farm.

For each groufrthe above linear programming is solvég times for each DMU. The
metafrontier is constructed using DEA model, basedhe pooled data for all the cropping

systems in the study area. Since there are adbtal= zh L, cropping systems, equation

4.23 above will be re-run with the inputs and otdpmatrices with data for all the cropping
systems in the Kebbi State. The outputs for thterémoppers were converted to their
monetary value, i.e. the farm income. The inpseduwvere labour, nitrogen, phosphorus and
potassium, as indicated above. The variable, sead,omitted because the conversion of
seed to its monetary values will not be appropri@ie use in the cost function (Data
Envelopment Programme (DEAP), since the programitien@t run when the input value is
also the same as the input price. The 1 = cost DH2EAP 2.1 was used to obtain both the
technical and cost efficiency scores.

4.7 Metafrontier cost function

Following Huanget al (2010), the metafrontier cost function was usdtch is based on the
metafrontier production function proposed by Badtes al (2004). The CRS and input
orientated DEA model defined in a linear progranmg(bP) is:
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Cost minimisation

min,, * W'X* 4.25
Setfito —qg +QA =0,
X *=XA=0,
A=0,

Where, A is a | x1 vector of constantsW.' is a N x| input matrix, X, M x| output
matrix, Q, W is a N x| vector of input prices for thehifarm, X, * (which is calculated by

the LP) is the cost minimising vector of inputs atitges for the th farm, given the input

pricesW and the output levels; .

For CRS, the cost efficiency (CE) scores are léss tor equal to one. The total cost

efficiency (CE) of theth farm is given by:

_W X
CE= %VX .4.26

That is, CE is the ratio of minimum cost to observed cost tf@r th farm.

4.7.1 Cost efficiency and metafrontier ratio

The metafrontier cost efficiency (i.e. efficienayr fall groups or pooled efficiency) is given
by equation 4.27 below.

The cost frontier for group-is expressed as:

" WX,
CE"=""n h%vih.xih ..4.27

All variables are as defined in equation 4.24 above

The metafrontier cost ratio for grodpis defined as:
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MTR' = C%Eh ..4.28

MTR is defined between 0 and 1, where a value ef means that the group frontier is the
same as the metafrontier. The higher the averalyge of theMTR is for a group, the closer

it is to the metafrontier.

Summarising equations (4.24) — (4.28), the relatiqps among the technical efficiency and
MTR relative to the metafrontier can be expressed as:

CE=CE"xMTR ...4.29

4.8 Wilcoxon Rank-Sum Test

In order to test for the differences in the techhiefficiency and cost efficiency of the
monocroppers and intercroppers, the Wilcoxon Ramk-Sests was used. The Mann-
Whitney test is essentially identical to the Wilooxtest, even though it uses a different test
statistic. The Wilcoxon Rank-Sum test is a nonpetaic statistical test, based on the
ranking of data. Wilcoxon tries to detect whethegré are local shifts in the distribution of
the population of sample A to B. For small sampladependent groups, Wilcoxon for

n, =210 andn, =10 is given by:
Test statistic:

_T,—-n(n+n,+1/2

= 4.30
Jmn,(n, +n, +1)/12

Z

Where, T, is sum ranking.

The rejection region: one-tail@d> Z, , two-tailedz| >z, ,. Comparing theZ — statistic to
Z - value is equivalent to comparing tiRe- value tar .

4.9 Conclusions

The purpose of chapter 4 was to describe the puwesdthat were used to achieve the

objectives of the study. Following Binswanger (2B&he experimental gambling approach
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within the expected utility framework was used shiraate the risk aversion coefficients of
the farmers. The experimental approach gives meliable estimates of risk aversion.
Factor analysis was used to examine the dimensibrithe perceived risk sources and
management strategies. The relationships betwslemttitude, farmers’ characteristics, risk
sources and management strategies was explored wosiftiple regression. In order to
determine the factors that influence the choiceropping systems in Kebbi State, the logit

model was used.

Lastly, the DEA model was used to explore the kwaflefficiency with which farmers used

their production inputs to produce their crops. e Tdeterminants of efficiencies were also
determined. Taking into account the criticismsusing Tobit in the two-stage DEA (Simar

and Wilson, 2000, 2007), the Double Bootstrappimgcedure was applied in order to
overcome the limitations of using Tobit in the taiage DEA. Following Jordaan (2012),
the double bootstrap procedure was used withirfrimaework of the Principal Component

Regression (PCR) in order to reduce the dimengigrafi the data in which there are a large
number of correlated variables, while retaining viaeiation present in the data set (Jolliffe,
2002).

The results that have emanated from the procedie®sibed in Chapter 4 should be reliable
and will add to the existing knowledge on risk tatles, risk sources and management
strategies and efficiencies of the farmers in theysarea.
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CHAPTER 5
RESULTS AND DISCUSSION OF RISK ATTITUDE, RISK SOURCES AND
MANAGEMENT STRATEGIES OF THE MONOCROP AND INTERCROP
FARMERS

Introduction

This chapter presents the results and discussidheofisk attitudes of the respondents, the
sources of risk and risk management strategiewetisas the multiple regression results for
the relationship between risk attitudes, farmeosi@economic variables, sources of risk and
risk management strategies. The chapter thenstissuthe factors that influence the choice

of cropping system.

5.1 Risk attitude of the respondents

The first objective of this study was to determihe risk attitudes of the farmers in Kebbi
State. The risk classification of the farmers,dolsn the risk aversion coefficients, are
presented in Table 5.1 below.

Table 5.1 Risk classification of the farmers, Kebb$tate, January 2012

Risk classification Monocroppers Intercroppers Aggegate
n=9¢ % n = 15¢ % n=25 %

Extreme risk aver: 2 2 5 3 7 3
Severe risk averse 4 4 37 23 41 16
Intermediate risk averse 17 17 37 23 54 21
Moderate risk averse 49 50 67 43 116 45
Total risk averse 72 73 146 92 218 85
Neutral to preferring ris 26 27 12 8 38 15
Total neutral to preferring 26 27 12 8 38 15
y2 8.52**
x % critical value 3.84
Degrees of freedom (n-1) 1

Table 5.1 above shows that %0of the monocrop farmers are in the moderate aisirse
class and about 2% in the neutral to preferring risk class. Theldahlso shows that a
greater percentage of the intercroppers are eithiétre severe (2%) or intermediate (2%)
classes, compared to severe%y and intermediate (PB8) risk averse classes for

monocroppers. This supports the assumption thratefi@ practising intercropping do so
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because they are more risk averse. The risk-afarseers are apprehensive about taking
risk. Risk-averse farmers would tend to safegwyainst crop failure by diversification in
cropping system. This result is in line with thadings of Olarindeet al (2007) who
reported that maize farmers in the dry savannahe zoh Nigeria are lowly (80),
intermediately (426), and highly risk averse (86). Binici et al. (2003) found that not all,
but the majority, of the farmers were risk averse.

The chi-square test was used to ascertain wheikes tvere significant differences between
the risk averse and neutral to preferring risk s@aslasses for the monocrop and intercrop
farmers. The results show that there were stedidfisignificant differences between the risk

averse and neutral to preferring class of the mappers and intercroppers. The

intercroppers are statistically significantly maoisk averse than the monocroppers.

5.2  Sources of risk and risk management strategies as perceived by the

survey respondents

A Likert-type scale of 1 (not at all) to 5 (veryportant) was presented to the respondents in
order to establish the important sources of riskl aisk management strategies of the
monocrop and intercrop farmers. The respondents awsked to score a list of 21 and 20
potential risk sources and risk management stegegespectively, according to their
importance. The most important risk sources andagement strategies were ranked based

on the mean scores of the variables on the lists.

5.2.1 Average scores and ranking of the sources of risk as perceived by the
respondents

Table 5.2 below shows the average scores and mankinthe sources of risk of the

monocroppers and intercroppers.
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Table 5.2 Average scores and ranking of importantairces of risk by the monocrop and intercrop farmes, Kebbi State, January 2012.

Monocroppers Intercroppers Overall Mean comparison t (assume
n=157 n =255 #variances)

Sources of rist Mean Rank Mean Rank Mean Rank
Diseases 3.26 2 3.13 1 3.18 1 0.985
Erratic rainfall 3.28 1 2.87 2 3.02 2 7.804***
Change in government and agricultural policy 2.76 2.82 3 2.79 3 -0.352
Changes in climatic conditions 2.83 2.66 2.72 1.2
Price fluctuation (of input and output) 2.89 2.56 6 2.69 5 2.426*
Flood/storm 2.6 10 2.71 4 2.67 6 -0.675
Pests 2.19 13 2.1 16 2.67 6 0.703
Lack of work animals 2.61 9 2.55 7 2.58 7 0.441
Fertiliser (unavailability) 2.67 8 2.48 10 2.56 8 1.396
Drought 2.5 11 2.53 8 2.52 9 -0.141
Difficulties of finding labour 271 6 2.37 11 25 10 2.655%**
Insufficient work animals 2.47 12 2.49 9 2.49 11 -0.141
Market failure 2.69 7 2.32 12 2.47 12 86.118***
lliness of household member 2.13 15 2.31 13 2.24 13 -1.412
Insufficient family labour 2.18 14 2.19 15 2.19 14 -0.078
Family relationships 1.83 21 2.22 14 2.07 15 -2.800%**
Insufficient rainfall 1.92 20 2.05 17 2 16 -1.222
Loss of land/ethnic clash 2.02 16 1.96 19 1.98 17 0.526
Fire outbreak 1.92 19 2 18 1.97 18 -0.664
Excessive rainfall 1.94 18 1.9 20 1.91 19 0.188
Theft 1.95 17 1.64 21 1.76 20 2. 474+

The asterisks (***and **) represents statisticarsficance at 1% and 5% probability levels, respedty.
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Monocrop farmers and intercrop farmers rated desaerratic rainfall and changes in
government policy as the three most important ssucof risk. These variables have a mean
rating of 3.18, 3.02 and 2.79, respectively. Ottt sources perceived to be important to
the monocroppers and intercroppers were changeslinmtic conditions (2.72), price
fluctuation, of input and output, (2.69), flood/sto(2.67), lack of work animals (2.58) and
fertiliser unavailability (2.56). The monocrop if@&rs perceived erratic rainfall (3.28),
diseases (3.26) and price fluctuation, of input antput (2.89) as the three most important
sources of risk, while the intercroppers rated ass (3.13), erratic rainfall (2.87) and
changes in government and agricultural policy (R&2the three most important sources of
risk. The results further reveal that there wasadistically significant difference at one per
cent level (P<0.01) between the means of erraticfalh for the monocrop and intercrop
farmers. Also, the mean for price fluctuation vesatistically significantly different at five

per cent level (P<0.05) between the monocrop atedarop farmers.

The monocroppers perceived changes in climatic itond (2.83), changes in government
and agricultural policy (2.76) and difficulty innfiling labour (2.71) as other important
sources of risk. There was a statistically sigatfit difference at one per cent level (P<0.01)
between the means for difficulty in finding labdor the monocroppers and intercroppers.
Flood/storm (2.71), changes in climatic conditid@s66), price fluctuation (of input and
output) (2.56) and lack of work animals (2.55) weated as other important sources of risk
by the intercrop farmers. For monocroppers, exeessinfall, insufficient rainfall, fire
outbreak, theft and family relationships scoreds lésan two, implying that most of the
monocroppers did not perceive them as importahie résult further shows that the mean for
family relationships and theft were both statidticaignificantly different P<0.01 between
the monocrop and intercrop farmers. The interceopperceived excessive rainfall, loss of
land/ethnic clash and theft as relatively less irtaptd sources of risk. According to Hardaker
et al (1997), farmers are faced with five major classésrisk, namely institutional,
production, price, human/personal and financi#. rishis study has revealed that most of the
farmers in the study area are faced with produgtiostitutional, human/personal and price
risk.

Disease was rated as one of the most importantsaskce by both monocroppers and

intercroppers: intercrop farmers rated diseasén@srtost important source of risk, and the
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monocroppers rated disease as the second mosttanpéactor. Sorghum downy mildew,
induced byPeronosclerospora sorghandstemborer limit sorghum and millet production in
northern Nigeria (USAID, 2008; Kutama, Aliyu, Nudid & Kiyawa, 2008). Virus diseases
constitute a serious threat that affects cowpedymtion in Nigeria and yields can as a result
be reduced by 80-186 (Mohammecet al. 2012). Some of the common diseases that infest
cowpea are: aphid-borne mosaic virpstyvirus cowpea mild mottle virusarlavirus,
cowpea mosaic virusomovirus bacterial blight induced b}anthomonasaxono-podis pv
vignicola, and cowpea leaf smuErtylomavignag, among others (Alegbejo and Kashina,
2001; Ajeigbeet al, 2008). Groundnut production is affecteddsgundnut rosettevhich is a
virus disease common in northern Nigeria (Countep®tt, 2008). The use of agrochemicals
has a positive, significant influence on crop yighbdullahi, 2012). Farmers rate diseases as
an important source of risk owing to the fact thidease control through the use of
agrochemicals increases the cost of crop productiématic rainfall is rated as an important
source of risk by both the monocroppers and inbgeers. While monocroppers rated erratic
rainfall as the most important factor, it was raéedhe second most important source of risk
by the intercroppers. In recent times, irregudnfall has been experienced by farmers in
Nigeria, especially in the northern parts of thardoy (Hassan, 2010). The consequent effect
of erratic rainfall is delay in planting dates amehth of plants when dry spells periods are

prolonged.

On aggregate, changes in government and agricufiahay is scored as the third important
source of risk for both monocrop and intercrop farsn While monocroppers rated price
fluctuation (of input and output) as the third imgamt source of risk, the intercroppers scored
changes in government and agricultural policy ae third important risk source.
Intercroppers perceive uncertainty about changegpwernment and agricultural policy as a
more important source of risk. Government polia@sagriculture have been inconsistent
and poorly implemented: these policies relate wdiliteer subsidy, agricultural pricing,
pesticide regulation and crop insurance. The Imigia and poor implementation of
government policies on agriculture are the majarst@ints to agricultural productivity in
Nigeria (Atser, 2007; Philipt al, 2009), which pose a source of risk to the faenéthilipet

al, (2009) reported that although the fertiliser stpsas persisted in Nigeria, its execution is

still unclear. Government policy on pesticide fagon is generally unsatisfactory (Asogwa
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and Dongo, 2009). Government policy on land refevas rated as the foremost important

source of risk by large-scale sugarcane farmeksviaZulu Natal (MacNicokt al, 2007).

Price fluctuation is an important source of riskle farmers, which is more pronounced for
monocrop farmers. This is so probably because llagg only one type of crop to sell and if
the price is low this affects the profit of the emrise. This is unlike the case of
intercroppers who have different crops to sell éride price of one crop is low, profit can be

gained from the high price obtained from the sdlethe other crop. Low prices are

unfavourable to farmers because they have a neggiftiect on their profit. The price support
policy does not seem to be stable, thus farmeesinatice fluctuation as an important source
of risk. Output and input prices have been rartkechighest source of risk by onion farmers
in Kebbi State, Nigeria (Alimi and Ayanwale, 2005Erop price and changes in input costs
have been rated high as sources of risk, as ngtéthbNicol et al. (2007).

Other important sources of risk perceived by thent&s are, market failure, flood/storm,
fertiliser unavailability, changes in climatic cotons and difficulties in finding labour.
Market failure is perceived as a more importantre®wf risk by the monocrop farmers.
There is a statistically significant differenceoae per cent level (P<0.01) between the means
of market failure for the monocrop and intercropnfars. This is not surprising because
monocroppers produce only one type of crop ancdhéndvent of market failure, they will
make little or no profits. Uncertainty about fldstbrm was rated as an important source of
risk by the farmers, and this is probably becaus¢he flood incidence experienced by
farmers in the State in the 2010 cropping seasoichmevastated many farms, lives and
properties. The effect of floods on crop produtti® poor harvests, or in severe cases total
loss of crops, with a resultant effect of increakmmtl crop prices in the affected areas, as has
been experienced in Kebbi State and other nortbttes of Nigeria (Hassan, 2010). The
absence of capital for private-sector participatiothe supply and distribution of fertiliser in
Nigeria poses a serious challenge to the use tliger by the small-scale farmers (Phikp

al., 2009). The federal government and the varidase sgovernments have subsidised
fertiliser for farmers, which is distributed to faers through the Agricultural Development
Projects (ADPs), although the supply of fertilidgy the government is inadequate and
untimely (Hassan, 2010). Farmers purchase fatilis the market at high prices and that is

why they rated fertiliser unavailability as a sauaf risk to farming. Amanze, Eze and Eze
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(2010) reported that, among other factors, theepofertiliser is an important factor that

influences farmers’ use of fertiliser in arablegmroduction in Imo State Nigeria.

Changes in climatic conditions were perceived asthar important source of risk by the
farmers. According to Hassan (2010), rural farnmages experiencing the effects of climate
change which is manifested in the form of delayaifall, floods and disease outbreaks.
The consequent effect of climate change is hungesng the rural dwellers who depend
solely on agriculture as a source of livelihoodarrrers also perceived difficulties in finding
labour as another important source of risk. Fasmethe study area face labour constraints,
especially during peak labour demand periods, scaome youths migrate from the State to

the southern part of the country in search of egmpknt.

5.2.2 Average and ranking of risk management strategies by the monocrop

and intercrop farmers

Risk sources have adverse effects on farm prodtyctand this reduces farm income.
Farmers have over the years, however, devisedreiiferisk management strategies to
combat the risk sources. Table 5.3 below showsvkeage and ranking of risk management

strategies by the monocrop and intercrop farmetisarstudy area.

Overall, monocroppers and intercroppers scoredadgprg sales (3.20), family members

working off-farm (3.15) and borrowing (cash or gig)i (2.96) as the three most important
risk management strategies. Other managemenggigatperceived to be important by both
monocroppers and intercroppers were spraying feeagies and pests (2.94), intercropping

(2.90) and storage programmes (2.73).

Monocrop farmers rated spraying for diseases asts f8.23), spreading sales (3.06) and
borrowing (cash or grain) (2.96) as the three nmiogtortant risk management strategies.
Intercroppers scored family members working offffa3.36), spreading sales (3.29) and

intercropping (3.23) as the three most importamagament strategies.
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Table 5.3 Average score and ranking of important sk management strategies by monocrop and intercrofarmers, Kebbi State,

January 2012
Monocroppers Intercroppers Mean comparison t
n = 9¢ n =15] Overall n = 24¢ (assume#variances
Risk management strategie Mean Rank Mean Rank Mean Rank
Spreading sal 3.0€ 2 3.2¢ 2 3.2C 1 -1.5¢
Family members working off-farm 2.83 6 3.36 1 3.15 2 -3.533***
Borrowing (cash or grains) 2.96 3 2.95 4 2.96 3 00.0
Spraying for diseases and pests 3.23 1 2.75 7 2.94 4 3.447***
Intercropping 241 12 3.23 3 2.90 5 -6.095***
Selling of assets 2.84 5 2.85 5 2.84 6 -0.07
Fadamacultivation 2.92 4 2.68 8 2.77 7 1.885*
Storage programme 2.57 8 2.83 6 2.73 8 -1.899*
Cooperative societies 2.61 7 2.62 9 2.62 9 -0.07
Fertiliser provision by government/self 2.50 9 239 11 2.44 10 0.86
Planning expenditure 2.50 9 2.28 13 2.37 11 1.54
Having crop insurance 231 15 2.40 10 2.37 12 -0.70
Gathering market information 2.46 11 2.27 14 235 3 1 1.46
Price support 2.32 14 2.34 12 2.33 14 -0.16
Training and education 2.49 10 2.17 15 2.29 15 680
Investing off-farm 2.33 13 2.14 16 2.21 16 1.66
Household head working off-farm 2.18 17 2.13 17 521 17 0.44
Faith in God 2.23 16 2.05 20 2.12 18 1.48
AdashgRotation contribution) 2.15 18 2.08 18 2.11 19 0.75
Reduced consumption 2.12 19 2.07 19 2.09 20 0.38

The asterisks*(&nd *) represents statistical significance at 486 10% probability levels, respectively.
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The mean for family members working off-farm forethwo groups of farmers were
statistically significantly different at one perntelevel (P<0.01). Monocroppers and
intercroppers rated spreading sales as the secostdimportant management strategy. Other
management strategies perceived by the monocroppers fadama cultivation (2.92),
selling of assets (2.83), family members workindg-fafm (2.83), and membership of
cooperative societies (2.62). Intercroppers peeckiborrowing (cash or grains) (2.95),
selling of assets (2.85), storage programmes (28d)spraying for diseases and pests (2.75)
as other important risk management strategies.h Bainocrop and intercrop farmers rated
household head working off-farragdashe(rotation contribution) and reduced consumption as
relatively the least important management stragegi®educed consumption was seen as
relatively the least important management strat@ggbably because farmers can borrow

grains or cash from their relatives, which is ewidieom the high rating of borrowing.

From the scores obtained for the management sieataggcan be deduced that farmers in the
study are combating price, financial and producti@i. As mentioned above, spreading

sales is the second most important strategy noyethdd monocrop and intercrop farmers.

Farmers in the study area did not sell all the fanomduce at the same time because farm
produce is associated with seasonal price variatiarmers try to take advantage of periods
when supply is low and the demand is high so agetogood prices, thereby maximizing

profit. Alimi and Ayanwale (2005) found that%4 of the onion farmers in Kebbi State

carried out sequential marketing, although the gretiarge is low, probably because onions are
a perishable commodity.

Family members working off-farm is seen as an irgdr management strategy by the
farmers because working off-farm boosts househwtdme. This result is consistent with

the findings of Beyena (2008) for Ethiopian farmensd of Babatunde and Qaim (2009) and
Salimonu and Falusi (2009) for Nigerian farmerrrBwing (cash or grains) was perceived
as an important risk management strategy by thedis, though it was ranked higher by the
monocroppers. Borrowing has a cushion effect améas’ finances during periods of

scarcity and borrowing of grains helps to reducadew, especially towards the period of
harvest. Intercropping was the third most impdrimanagement strategy for the intercrop
farmers. This is not surprising because intercrggps practised in order to guard against the

risk of crop failure and so intercropping is a foahdiversification. Selling of assets was
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seen as another important management strategy bparap and intercrop farmers. Most
farmers in the study area have livestock enterprug@ch serve as liquid assets: livestock and
livestock products are sold when there is food tslger or when there are other needs to be
met by the household. The result is comparablé thibse of Salimonu and Falusi (2009)

and Korir (2011) who reported that farmers selliithassets as a means of managing risk.

Fadama cultivation is more pronounced as an important agament strategy by the
monocroppers probably because monocroppers are mionesk in the event of any
uncertainty occurrence-adamacultivation involves the cultivation of vegetaldeps (such
as onions, cabbages, tomatoes, peppers (hot ad{, gihger, cucumbers, Irish and sweet
potatoes), maize and wheaEadamacultivation is carried out to safeguard againstpcr
failure, thereby reducing risk and it is also sasran important enterprise diversification by
the farmers. Fadamacultivation serves as a means of getting somemector the farmers.
Korir (2011) reported that farmers in Kenya seerntse diversification as an important risk
management strategy that reduces risk to the farmd@he use of storage programmes is
perceived as an important risk management strategythe farmers, especially the
intercroppers. Farmers store their farm produdé tire prices are high so as to get higher
prices, thus more farm income. The means foritrgiand education for the two groups of
farmers were statistically significantly differesit one per cent level (P<0.01). Training and
education helps farmers to know the best managepmantices to adopt in order to enhance

productivity.

In order to examine the factors or the dimensiohsthe perceived risk sources and
management strategies of the farmers, factor asalyas carried out and the results are

shown in the next section.

5.3 Factor analysis results for sources of risk and risk management

strategies for monocrop and intercrop farmers

Factor analysis was conducted on the risk sourndsrigk management strategies of the
monocroppers and intercroppers in order to detexrthe variance in the observed variables

in terms of the underlying latent factor (Habin§03).
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5.3.1 Factors for sources of risk for monocrop and intercrop farmers

Table 5.4 below shows the rotated factor loadirfgss& sources for monocrop and intercrop
farmers. Details of the variables used, KMO-valaeds Eigen values used for the factor

analysis are presented in Appendix (B).

Risk source factors for monocrop farmers

The factors obtained from the factor analysis weamed based on the variables that have
high loadings (Table 5.4 below). Factor 1 “sociatimprises the variables insufficient
labour, loss of land/ethnic clash, and theft. Tihdicates that the variables were positively
correlated (MacNicoét al, 2007). The Cronbach’s alpha for “social” fac®0.714 (Table
5.5 below). This implies that the group of varesbmeasure the same underlying construct.
The high positive loading of loss of land/ethniasti could be caused by the recent flood
disaster which occurred in the State in 2010. Mfmgners lost their farm lands (Babajide
and Aderemi, 2012). Farm lands are also lost oworgesertification (Danjuma, 2012). The
high loading of insufficient labour could be caudad the rural-urban drift of youths in
search of better economic opportunities. Anothessfble reason for insufficient labour
could be the Universal Basic Education (UBE) Adtablished in 2004, which has reduced

the availability of school children for labour.
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Table 5.4 Rotated factor loadings of risk sourceof monocrop and intercrop farmers, Kebbi State, Jamary 2012

Monocroppers I ntercroppers
Factors 1 2 3 1 2 3 4 5
Initial Eigen value 2.63: 2.03¢ 1.47¢ 266 151F 1.30¢ 114 1.03:
%variance explained(cumulative 26.3: 46.7: 61.4¢ 24.35¢ 38.1: 50.03: 60.39¢ 69.79:
Sources of risk Communality Communality
Insufficient labou 0.67¢ 0.801 0.15¢ -0.081
Loss of land/ethnic clash 0.625 0.786 -0.017 0.082 0.566 0.149 0.731 0.177 -0.051 -0.035
Theft 0.593 0.703 -0.023 0.314 0.545 0.034 0.888 0.037 0.047 0.036
Pest 0.673 -0.2230.788 0.056 0.696 0.741 -0.106 0.291 -0.061 0.09
Excessive rainfall 0.752 0.3 0.812 0.056 0.627 0.784 0.181 -0.103 0.176 -0.015
Insufficient rainfall 0.693 0.134 0.809 -0.141 0.71 0.827 0.155 0.11 0.054 0.022
Drought 0.534 -0.254 0.368 0.578
Change in government policy 0.544 0.042 -0.007732
lliness of household member 0.544 0.457 0.09m579 0.635 0.149 0.155 0.744 0.08 -0.047
Insufficient work animals 0.503 0.197 -0.122.674 0.607 -0.016 -0.094 0.308 0.729 0.032
Difficulty in finding labour 0.612 0.117 -0.002 0.846 0.084 0.19
Price fluctuation(of input and output) 0.517 -0.101 -0.204 0.154 -0.035 0.814
Family relationships 0.614 0.146 0.081 -0.0890.827 0.087
Changes in climatic conditions 0.711 0.205 0.237 -0.018 0.1860.742

Factors 1 to 3 are social, rainfall and uncertainggpectively, for monocroppers. Factors 1 to & rainfall, social, difficulties, inadequate

labour and uncertainty, respectively, for intergreys. Loadings of greater than 0.5 are in bold.
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Factor 2 has a high positive loading for pests,esgive rainfall and insufficient rainfall.
Factor 2 was named “rainfall”. The Cronbach’s alfpdr “rainfall” factor is 0.737 (Table 5.5
below). This implies that the group of variablesasure the same underlying construct and
are interrelated. The high loadings of the ralnfeated variables are probably caused by
change in rainfall patterns in recent years, aedotcasional infestation of pests in the study
area. The common pests are Quelea birds (Quelekeaju grasshopperdiieroglypus
daganensis; Aiolopus similatrix; Oedaleus senegsignaphids Rhoplasosiphum maidis

and stem boreiSesamia calamisigPMP for NFDP-1I Report, undated).

Drought, change in government and agricultural gwland illness of household member
scored the highest factor loading in factor 3 aedde were named “uncertainty”. The
Cronbach’s alpha for “uncertainty” factor is 0.56Bable 5.5 below). This means that the
group of variables measure the same underlyingtaais Factor 3 can be explained, based
on the fact that the farmer is uncertain about ¢lceurrence of drought, changes in
government and agricultural policies, and illneesausehold members. The occurrence of
drought has an adverse effect on farming as thdezd to devastation of the whole farm in
severe cases. Changes in government and agraluftoticy affect farm planning and
expenditure in a negative way. lllness of a hoakkmember affects farmers’ budgets since
most farmers in the rural areas do not plan foricadbills and a health insurance policy has
yet to be established for farmers in the rural ardiiness of a household member also has a

negative effect on labour supply to the farmer.

Risk source factors for intercrop farmers

Five factors were identified for the intercrop fams The results from Table 5.4 above
shows that the factor “rainfall” has a high postimading for pests, excessive rainfall and
insufficient rainfall. The Cronbach’s alpha forainfall” factor is 0.711 (Table 5.5 below).
This implies that the group of variables measueegame underlying construct. The factor
“rainfall” was also identified for monocroppers.adtor 2, which is called “social factor”, is
associated with loss of land/ethnic clash and th&fie Cronbach’s alpha for “social” factor
is 0.636 (Table 5.5 below) which indicates sufintieeliability within a single construct.
This implies that the group of variables measurediserrelated. These variables have high
positive loadings. The high loading for loss ofdéethnic clash was also high for the

monocroppers. This implies that the factor is inguat to both groups of farmers. Floods
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and desertification are the possible reason fay, s mentioned above. Factor 3 has high
positive loadings for illness of household membeand difficulties for finding labour. The
factor was named “difficulties”. The Cronbach’pla for the “difficulties” factor is 0.652
(Table 5.5 below). This means that the group afabdes measure the same underlying
construct. Difficulties for finding labour is mopeculiar to intercroppers, probably because
weeding intercrops is more labour-intensive thannimnocrops (Lithourgidigt al, 2011,
Kahnet al, 2012).

Factor 4 was named “inadequate labour”. The Crdmbaalpha for the “inadequate labour”
factor is 0.449 (Table 5.5 below). This impliesttthe group of variables measured do not
significantly measure the same underlying construidtis means that the variables are not
highly intercorrelated. Factor 4 has a high pwesitioading with family relationships and
insufficient work animals. Family relationshipdeadt the supply of labour, especially where
communal labour is practised. Divorce could alfeca a farmer’'s income, especially in a
situation where one of the partners is the mainrdmnor to the finances for the farming
enterprise. Insufficient work animals also haveigh positive loading under the uncertainty
factor for monocroppers. The implication of instifint work animals for the monocroppers
and intercroppers is delay in planting and weedwtgch has an adverse effect on crop yield.
Factor 5 was named “uncertainty”. The Cronbaclpha for “uncertainty” factor is 0.402
(Table 5.5 below). This means that the group ofabdées measured are not interrelated.
Factor 5 has a high positive loading for price thation (of input and output) and changes in
climatic conditions. This factor was more pronceshdor the intercroppers. Change in
climatic conditions is seen as an important fattoithe intercroppers and perhaps this might
be the main reason why they practice intercroppingrder to combat the negative effects of

climate change to avoid total loss of crops in c year.

The communalities are also presented in Table hdvea All the variables have
communalities greater than 0.5, which implies tihat factors explained more than%Q0of

the variation in the variables for both monocrop arercrop farmers.

Reliability analysis for monocrop and intercrop farmers

The reliability results for the sources of risk fitre monocroppers and intercroppers are

presented in Table 5.5 below.
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Table 5.5 Result for the reliability analysis scal@lpha for the sources of risk of the
monocroppers and intercroppers, Kebbi State, Januar 2012

Factor Monocroppers Intercroppers
Cronbach’s alpha Cronbach’s alpha

Social 0.714 0.636

Rainfall 0.737 0.711

Uncertainty 0.568 0.402

Difficulties 0.652

Inadequate labour 0.449

Overall 0.653 0.648

Table 5.5 above depicts that the Cronbach’s alphdattors 1, 2 and 3 was 0.71, 0.74 and
0.57, respectively, for the monocrop farmers, while Cronbach’s alpha value for factor 1,
2, 3, 4 and 5 for intercroppers has a maximum vafu@.71 and a minimum of 0.40. The
alpha values suggest that there is an internaligtensy in all the factors for monocrop and
intercrop farmers, which means that each item iasmeng the same concept as the overall

factor.

5.3.2 Factors for risk management strategies of monocrop and intercrop

farmers

Table 5.6 below shows the rotated factor loadingshe risk management strategies for
monocrop and intercrop farmers. Details of theialdes used, KMO-values and Eigen

values used for the factor analysis are presentégpendix B.

Risk management strategy factors for monocrop farmes

The factor analysis reveals three factors with Eigealues greater than 1 for the
monocroppers (Table 5.6 below). Factor 1 is assedi with faith in God, planning
expenditures and spraying for diseases, which bagahave high positive loadings. The
factor was named “production strategy’. The Crahbs alpha value for “production
strategy” factor is 0.732 (Table 5.7 below). Tineans that the variables explain the
underlying construct and they are intercorrelat@the high loading of faith in God implies

that the farmers in the study area are religious$ they trust in God for protection against
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theft and other natural disasters. Planning exjparedis seen as an important management
strategy by the monocrppers because planning isobrike tools for the success of any

business.
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Table 5.6 Rotated factor loadings of risk manageméirstrategy for monocrop and intercrop farmers, Kebh State, January 2012

Monocroppers Intercroppers
Factors 1 2 3 1 2 3
Initial Eigen value 2.32z2 1.62¢ 1.06¢ 4.42¢ 1.39¢ 1.30:
Percentage variance explained 29.02 49.38 62.68 44.24 58.22 71.25
Risk management strateg Communality Communality
Faitr 0.64( 0.75( 0.15Z 0.23: 0.76( 0.06% 0.15¢ 0.85¢
Planning expenditures 0.777 0.868 0.125 0.084 0.752 0.070 0.441 0.743
Spraying for diseases and pests 0.622 0.727 -0.285 0.112
Storage programme 0.538 -0.158 0.714 0.049
Gathering market information 0.558 0.022 0.731 0.149 0.741 0.739 0.439 0.047
Price support 0.631 0.313 0.681 -0.264 0.671 0.782 0.002 0.245
Intercropping 0.527 0.302 -0.076 0.656
Household head working off-farm 0.722 0.058 0.115 0.840 0.482 0.615 0.115 0.301
Training and education 0.889 0.274 0.898 0.088
Investing off-farm 0.841 0.266 0.852 0.212
Adashe(rotation savings) 0.562 0.683 0.308 0.005
Having crop insurance 0.806 0.853 0.277 0.031
Reduced consumption 0.621 0.428 -0.2490.613

Factors 1 to 3 are production strategies, markgilag and extra income, respectively, for monocesppFactors 1 to 3 are personal and governmeittypghpacity building and planning
respectively for intercroppers. Loadings of greéitan 0.5 are in bold.

146



Farmers plan to buy farm inputs when the priced@aweor when the demand is low and sell
output when the prices are high. Planning helpddhmers to minimise production cost and
maximise profit in the farm enterprise. Sprayimg flisease as a management strategy is
more pronounced for the monocroppers, probably uscdhe effect of pests and disease

infestation is more destructive for monocrops timercrops.

Factor 2 was named “marketing plan” and has higitive loadings for storage programme,
gathering market information and price support.e Tronbach’s alpha value for “marketing
plan” factor is 0.54, which indicates sufficientiaility within a single construct (Table 5.7
below). The high loading for storage programmeesibecause farmers store the farm
produce and sell the produce when the demand aedptites are high. Gathering
information has a high loading, probably becausméas gather information about the prices
of farm produce from the markets in the surroundawgl government areas and the farmers
sell the produce in the markets that offers bgitees. Price support by the state and federal
government serves as an incentive for farmersddyme more. Farmers see price support as
an important risk management strategy because gujggort gives the farmers an assurance

of market readiness for the farm produce.

Factor 3 has positive loadings for intercropping &aousehold head working off-farm. The
factor was named “extra income”. The Cronbachihalvalue for “extra income” factor is
0.423 (Table 5.7 below). This means that the &g do not significantly explain the
underlying construct and they are not highly relat&’he high loading of intercropping for
monocroppers as a risk management strategy isacgntr expectation. The probable reason
for monocroppers perceiving intercropping as a rgameent strategy is because they practice
intercropping with other crops not covered in thigdy. When resources are limited, the
household head works off-farm in order to get exttaome to meet various family

obligations.

Risk management strategy factors for intercrop farners

For the intercroppers, 3 factors were identifiedesealed by the factor analysis (Table 5.6
above). Factor 1, “Personal and government paliaytludes variables such aslashe
(rotation savings), gathering market informatioaying crop insurance, price support and

household head working off-farm, which variablesvénehigh positive loadings. The
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Cronbach’s alpha for “Personal and government poblfactor is 0.848, which indicates
sufficient reliability within a single construct.This implies that the group of variables
measured are intercorrelated (Table 5.7 belowdashe(rotation savings), having crop
insurance and reduced consumption are more prordui€ management strategies by the
intercroppers, probably because greater percent#dgine intercroppers are risk averse and
so they see issues of personal and governmentypadiamportant management strategies.
Adashehelps farmers to save some cash, which can be fosdtle farm enterprise. The
availability of insurance can lead a farmer to takemore risk than he would if insurance

were not available (Hoag, 2009).

Factor 2, named “capacity building”, has high pesitioadings for training and education
and investing off-farm. The Cronbach’s alpha foe t'capacity building” factor is 0.800,
which indicates that the variables measure the sarderlying construct. This implies that
the group of variables measured are interrelataBl€l5.7 below). Factor 2 is peculiar to the
intercroppers as a risk management factor. Thie logding of training and education by the
intercrop farmers is probably because of the tngirthe farmers have received from the
Agricultural Development Project (ADP) on how to grave the cultural practices of
intercropping. Farmers are taught the crop contisinato use, plant spacing, time of
weeding, spraying of pests and diseases, among agineultural practices. Farmers in the
study invest in other enterprisaster alia, trading, tailoring, hording of grains, craft work
and blacksmithing work. Investing off-farm by tfe@mers reduces the total dependence on
farming for household needs.

Factor 3 has high positive loadings for reducedsaamption, faith and planning expenditures,
and was therefore named “planning”. The Cronbaealpba for “planning” factor is 0.423,
which indicates that the variables do not measleesame underlying construct. Reduced

consumption is more pronounced for the intercropg€able 5.6 above).

The communalities are presented in Table 5.6 abdAé.the variables, except household
head working off-farm, have communalities grealemt 0.5, which implies that the factors
explained more than 30 of the variation in the variables for both morogciand intercrop

farmers. Household head working off-farm has armomality of 0.482, which indicates that

the variable only explain 48 of the variation in the variables for intercr@prhers.
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Reliability analysis for monocrop and intercrop farmers

The reliability results for the risk managementatdgies of the monocroppers and

intercroppers are presented in Table 5.7 below.

Table 5.7 Result for the reliability analysis scal@lpha for the risk management strategy

of monocroppers and intercroppers, Kebbi State, Jamary 2012

Factor Monocroppers Intercroppers
Cronbach’s alpha Cronbach’s alpha

Production strategies 0.732

Marketing plan 0.547

Income 0.423

Personal and government policy 0.848

Capacity building 0.800

Planning 0.512

Overall 0.590 0.853

Table 5.7 above reveals that the overall Cronbaalpba for the monocrop and intercrop
farmers was 0.59 and 0.85, respectively. As maaticabove, the alpha values suggest that
there is an internal consistency in all the factorsthe risk management strategies for the
monocrop and intercrop farmers, which mean thalh eaciable has a high correlation with

the overall factor.

The next section presents the regression resufiisaw the relationship between risk attitude,
farmers’ characteristics variables, sources of askl risk management strategies of the

farmers.
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5.4  Multiple regression of respondents risk attitude, on their characteristics,

sources of risk and risk management strategies.

The relationship between risk attitude, respondentitaracteristics, sources of risk and risk
management strategies was examined using muliggeession analysis. Multicollinearity
tests were done to determine whether the variatdes correlated. Multicollinearity was not

a serious problem (as indicated in Chapter 4)relgeessions were carried out and the results
are presented in the next section, 5.4.1, multgdeession of monocroppers risk attitude and

on their characteristics, risk sources and riskagament strategies.

The results of the regression of monocrop farmesg’ attitude, on their characteristics, risk
sources and risk management strategies are shovahie 5.8 below. The value of the

coefficient of determination @Ris 0.49.

This implies that the variables included in the elogkplain 4% of the variation in the risk
aversion of the respondents (Table 5.8). The tesaleals that flood/storm, extra income
factor, fadamacultivation andadashe(rotation savings) significantly relate to farmerisk
attitudes at 1% (P<0.1) and % (P<0.05) levels, respectively. All these varggbhave a
direct relationship with risk attitude. The resutiplies that the more risk averse the farmer
is, the more the monocropper perceives flood/stasra source of risk. The more risk averse
the farmer is, the more the monocropper perceixés éncome factorfadamacultivation
and adashe (rotation savings) as risk management strategid¢zertiliser provision by
government/self and training and education wertsstally significant at 100 (P<0.1) and
5% (P<0.05) levels of probability. Fertiliser preidns by government/self and training and
education have an inverse relationship with riskuate. This implies that the less risk averse
the farmer is, the more the farmer perceives feetil provision by government/self and
training and education as risk management strategi®k possible reason for this is that
training and education expose the farmer to innomat that help in improving crop

production.
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Table 5.8 Multiple regression results of monocroppers risk #titude, on their characteristics

risk sources and risk management strategies, Keblitate, January 2012

Explanatory variables Regression T-values
Characteristics of respondent

Cooperativ® -0.02: -0.08¢
Education of household he -0.01¢ -0.47¢
Farming experient -0.01- -0.73:
Fadam: -0.09¢ -0.34(
Farm siz: 0.20¢ 1.31¢
Household siz 0.03¢ 1.03¢
House typ* -0.04¢ -0.15¢
Kilometre 0.00( 0.02¢
Gross margi 0.00( 0.00c
Asset valu 0.00( 0.00c
Sources of risl

Social facto -0.04« -0.29i
Rainfall facto 0.03] 0.227
Uncertainty factc -0.217 -1.59:
Flooc/stormr 0.17: 1.770*
Disease -0.07¢ -0.81¢
Erratic rainfal -0.11¢ -1.23:
Fire outbrea -0.18¢ -1.097
Difficulties for finding labou 0.02¢ 0.23¢
Market failure -0.01¢ -0.117
Price fluctuatiol 0.03¢ 0.35¢
Family relationshig 0.20¢ 0.99:
Lack of wcrk animal 0.031 0.32(
Fertilisel 0.13¢ 0.911
Change in climatic conditio 0.101 0.91¢
Risk management strategie

Production strategy fact -0.04: -0.26:
Marketing plan factc 0.01( 0.052
Extra income factc 0.28i 1.952**
Spreading sals 0.08¢ 0.88C
Fertiliser provision by government /s -0.27¢ -1.781*
Training and educatic -0.36¢ -2.067**
Investing oft-farm -0.02¢ -0.14¢
Fadamacultivatior 0.24¢ 2.240**
Adashe rotation savin 0.377 2.158**
Cooperative -0.02: -0.08¢
Having crop insumce 0.10: 0.601
Borrowinc -0.01( -0.08¢
Family members working cfarm 0.02¢ 0.29:2
Reduced consumpti -0.00: -0.01¢
Selling of asse 0.127 1.15(
R’ 0.4¢

#The asterisks (***, ** and *) represents statistisanificance at 1%, 5% and 10% probability lexegpectively.
®Measured as dummy variable with 1 if a farmer ha®ss to cooperative and 0 if otherwise.

‘Measured as a dummy variable with 1 if a farmerdwess tdadamaland and 0 if otherwise.

YMeasured as a dummy variable with 1 if a farmerahamdern house and 0 if otherwise.
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The use of fertiliser in the study area cannot ber@mphasised because the soils are low in
plant nutrients and that is the probable reason vamners see fertiliser provision by

government/self as a risk management strategy.

5.4.1 Multiple regression of intercroppers risk attitude on their

characteristics, risk sources and risk management strategies

The results of the intercrop farmers’ risk attited®n their characteristics, risk sources and
risk management strategies are presented in Tadleddow. The Rfor the regression is
0.29. “Rainfall” factor and “difficulties” factowere statistically significant at 20 (P<0.1)
level. “Rainfall” factor and “difficulties” facta have a positive relationship with risk
attitude of the intercrop farmers. This impliesittthe more risk averse the farmer is, the
more the farmer perceives rainfall factor and diffiies factor as source of risk. Fire
outbreak, market failure and spraying for diseased pests have negative statistically
significant relationships with risk attitude a#®b(P<0.05), 106 (P<0.1) and % (P<0.05)

levels, respectively.
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Table 5.9 Multiple regression results of intercropers risk attitude their characteristics,
risk sources and risk management strategies, KebBtate, January 2012

Explanatory variables Regression T-values
Characteristics of the respondent
Cooperativeé 0.026 0.219
Education -0.033 -0.902
Experience 0.000 0.036
Fadamd -0.155 -0.495
Farm size 0.053 0.240
Household size -0.087 -1.611
House typ@ -0.407 -1.001
Kilometre -0.011 -0.331
Gross margin 0.000 0.000
Asset value 0.000 0.000
Sources of risk

Rainfall factor 0.553 2.639***
Social factor 0.039 0.215
Difficulties factor 0.656 3.363*+*
Inadequate labour factor 0.099 0.611
Uncertainty factor 0.006 0.042
Flood/storm -0.067 -0.573
Diseases 0.077 0.627
Erratic rainfall -0.078 -0.616
Drought 0.023 0.147
Fire outbreak -0.496 -2.232**
Change in government and agricultural policy -0.008 -0.070
Insufficient labour 0.044 0.223
Market failure -0.266 -1.723*
Lack of work animals -0.113 -0.698
Fertiliser -0.153 -0.835
Risk management strategies

Personal and government policy -0.044 -0.191
Capacity building 0.008 0.034
Planning -0.177 -0.909
Spreading sales 0.168 1.323
Fertiliser provision by government/self -0.056 2
Fadamacultivation -0.061 -0.342
Intercropping -0.195 -1.566
Cooperative 0.026 0.219
Storage programme 0.108 0.784
Borrowing -0.031 -0.243
Family members working off-farm -0.032 -0.236
Selling of assets 0.025 0.205
Spraying for diseases and pests -0.405 -2.429**
R 0.29

&The asterisks (***, ** and *) represents statistisaynificance at 1%, 5% and 10% probability leyetspectively.
PMeasured as dummy variable with 1 if a farmer la®ess to cooperative and 0 if otherwise.

‘Measured as a dummy variable with 1 if a farmerdwaess téadamaland and 0 if otherwise.

YMeasured as a dummy variable with 1 if a farmerahamdern house and 0 if otherwise.
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5.4.2 Multiple regression of monocroppers risk sources their characteristics,
risk attitude and risk management strategies

The purpose of this regression analysis was tooeghe relationship between risk sources
on their characteristics, risk attitude and risknagement strategies which are part of
objective 2. Exploring these relationships wilbyide insight on how risk sources are related
to management strategies used by farmers.

Table 5.10 below shows the results of multiple esgion of monocroppers risk sources on
their characteristics variables, risk attitude sskl management strategies. THefét FAC1
“Social factor”, FAC2 “rainfall factor” and FAC 3uhcertainty” are greater than or equal to
0.34. Fertiliser unavailability (FER) and familglationships (FRSP) have Ralues of 0.60
and 0.55 respectively. As predicted, educationfEBas a statistically significant positive
relationship with lack of work animals (LCKWA), 40% (P<0.1) level, and with changes in
climatic conditions (CHCLIM) at % (P<0.05) level. This implies that the more ededa
the monocropper is, the more the farmer perceivd@IOM and LCKWA as risk sources.
Contrary to expectation, farming experience (EXB} la statistically significant positive
relationship with FRSP at% (P<0.05) level, which implies that the more eigrered a
farmer is, the more the farmer perceives familgtrehships as a source of risk.

A direct relationship exists between EXP and FHRe variable is statistically significant at
5% (P<0.05) level. As expected, the more experi@ribe monocropper is, the more the
farmer perceives unavailability of fertiliser as@urce of risk. This is because farmers with
experience have over the years learnt/known th&ibation of fertiliser to crop yield. Risk
attitude (RA) has a positive statistically sigrgfit relationship with flood/storm (FLST) at
(P<0.05) level.
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Table 5.10 Multiple regression results of monocropgrs risk sources on their characteristics, risk attude and risk management

strategies, Kebbi State, January 2012

Variables Sources of risk
FAC1 FAC2  FAC3  FLST DIS ERRN FROBK DFLAB MKFL PCFLUC FRSP LCKWA FER  CHCLIM
(COOP=1) 0.039 0.241 0.160 0.284 -0.053 0.198 0.104 0.180 -0.280 -0.065 -0.045 -0.005 0.273 0.071
(0.155) (0.993)  (0.642)  (0.931) (-0.161) (0.600) (0.504) (0.593)  (-1.087) (-0.219) (-0.241)  (-0.019) (1.290) (0.253)
EDU 0.020 0.013 -0.046 -0.018 -0.006 -0.009 -0.037 0.054 0.045 -0.050 -0.005 0.062 -0.001 0.066
(0.683) (0.467)  (-1.530)  (-0.493)  (-0.151) (-0.232) (-1.502)  (1.494) (1.461) (-1.396) (-0.257)  (1.697)*  (-0.038)  (1.958)**
EXP -0.003 0.008 -0.015 -0.029 0.001 0.012 0.001 -0.011 0.011 -0.016 0.023 -0.022 0.031 -0.005
(-0.195)  (0.579)  (-1.007)  (-1.558) (0.093) (0.603) (0.105)  (-0.629)  (0.740) (-0.870)  (2.065)** -1.211 (2.389)** -0.308
(FDM=1) 0.248 0.579 -0.072 -0.392 0.311 -0.534 0.171 -0.020 0.011 -0.611 0.200 0.044 0.382 -0.352
(0.986) (0.553)  (-0.289)  (-1.278) (0.936) (-1.613) (0.818)  (-0.067)  (0.043)  (-2.021)**  (1.062) (0.147) (1.795)* (-1.247)
FS -0.100 -0.081 -0.132 0.084 -0.087 0.064 0.164 0.160 -0.139 -0.069 -0.147 -0.230 -0.003 0.041
(-0.654)  (-0.549) (-0.869)  (0.453) (-0.435) (0.323) (1.295) (0.867)  (-0.888) (-0.378) (-1.286)  (-1.244)  (-0.028) (0.244)
HHS -0.001 -0.011 0.058 0.042 -0.053 0.014 0.034 0.020 -0.021 0.004 -0.010 -0.047 0.030
(-0.035)  (-0.348)  (1.680)*  (0.997) (-1.156) (0.308) (1.187) (0.484)  (-0.588) (0.093) (-0.392) (-1.581) (0.773)
(HT=1) 0.020 0.327 0.162 0.206 -0.185 -0.250 0.114 -0.182 -0.372 -0.631 0.023 0.012 -0.475
(0.074) (1.201)  (0.581)  (0.602) (-0.500) (-0.675) (0.488)  (-0.533)  (-1.283)  (-1.866)* (0.1112) (0.052) (-1.504)
KM 0.016 0.0120 0.010 0.053 0.012 -0.037 -0.008 -0.014 -0.028 -0.035 -0.006 -0.034 -0.033
(0.760)  (0.563)  (0.489)  (1.991)**  (0.414) (-1.279) (-0.441)  (-0.543)  (-1.252) (-1.337) (-0.392) (-1.872)*  (-1.352)
GM 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
(0.000) (0.000)  (0.000)  (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
ASV 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
(0.000) (0.000)  (0.000)  (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
RA -0.047 0.069 -0.167 0.361 -0.199 -0.286 -0.1370 0.021 0.038 0173 0.027 0.146 0.176
(-0.401)  (0.600)  (-1.421) (2.496)**  (-1.271)*  (-1.829)*  (-1.389)  (0.147) (0.312) (0.310) (1.452) (1.325)

(1.213)
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Variables Sources of risk
FAC1 FAC2  FAC3 FLST DIS ERRN FROBK DFLAB MKFL PCFL UC FRSP LCKWA FER  CHCLIM
-0.059
FA1_ 1 0.430 0.124 0.273 0.109 (:0.362) 0.177 0.235 0.170 -0.019 -0.151 0.204 0.226 0.572 0.301
(3.465¥*  (1.035) (2.213)*  (0.723) ' (1.085) (2.288)**  (1.135)  (-0.154) (-1.017)  (2.195)**  (1.506)  (5.450***  (2.162)**
0.107

FA2_1 0.407 (0.726) 0.218 0.249 -0.040 0.307 0.417 -0.097 -0.344 -0.078 0.478 -0.049 0.232 0.103
(2.668)** ’ (1.443)  (1.339) (-0.202) (1.530)  (3.302)*** (-0.525) (-2.193)**  (-0.428)  (4.180)***  (-0.270)  (1.800)* (0.605)

FA3 1 0.043 -0.097 0.001 -0.075 0.129 0.438 0.095 -0.225 -0.280 -0.093 0.002 0.173 0.078 0.139
(0.312)  (-0.729)  (0.005)  (-0.446) (0.712) (2.409)** (0.829)  (-1.346)  (-1.966)*  (-0.561) (0.027) (1.033) (0.673) (0.896)

SPDSL -0.049 -0.052 0.114 -0.446 -0.034 0.002 0.069 0.037 0.082 -0.068 0.045 0.026 0.055
(-0.507)  (-0.553)  (1.166)  (0.385) (-0.264) (0.018) (0.854) (0.316) (0.806) (-0.576) (0.608) (0.310) (0.501)

0.336
FERGOV -0.208 0.068 0.058 0.362 -0.264 -0.331 -0.181 0.061 0.051 0.232 -0.113 -0.005 0.263 (2.054)

(-1.425)  (0.488)  (0.400) (2.040)*  (0.439) (-1.727)*  (-1.495) (0.347) (0.341) (1.328) (-1.030) (-0.030) (2.130)* ’

TRED 0.022 0.176 -0.078 0.021 -0.067 -0.564 -0.109 0.062 0.284 -0.112 0.145 0.064 -0.168
(0.136) (1.104)  (-0.480)  (0.107)  (0.354)**  (-2.604)**  (-0.798)  (0.311)  (1.672)* (-0.565) (1.172) (0.458) (-0.911)

INVOFF 0.104 -0.030 -0.171 -0.235 0.063 0.128 -0.136 -0.033 -0.049 0.063 0.004 -0.058 0.143
(0.635)  (-0.192)  (-1.049)  (-1.176) (0.291) (0.593) (-0.994)  (-0.167)  (-0.288) (0.320) (0.029) (-0.419) (0.774)

-0.079

FDMCUL 0.025 -0.795 0.259 -0.091 -0.044 0.087 0.129 0.117 -0.063 0.107 -0.065 0.025 -0.078 0.104
(0.242) (2.511)**  (-0.723) (-0.321) (0.638) (1.501) (0.932)  (-0.590) (0.858) (-0.830) (0.196) (-0.891) (0.892)

ADSH 0.059 -0.028 0.225 0.056 0.022 -0.195 0.091 0.109 -0.017 0.058 0.25 0.046 -0.277 -0.334
(0.361)  (-0.177)  (1.369)  (0.275) (0.102) (-0.897) (0.663) (0.546)  (-0.097) (0.292) (2.014)*  (0.231)  (-1.979)**  (-1.802)

COOPx 0.039 -0.040 0.059 0.070 -0.020 0.182 -0.213 -0.177 0.056 -0.094 -0.058 0.096 -0.195 -0.064
(0.155)  (-0.392)  (0.555)  (0.536) (-0.142) (1.288)  (-2.386)* (-1.357)  (0.510) (-0.732) (-0.719) (0.738)  (-2.145)**  (-0.529)
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Variables Sources of risk

FAC1 FAC2 FAC3 FLST DIS ERRN FROBK DFLAB MKFL PCFL UC FRSP LCKWA FER CHCLIM
HAVINS -0.293 0.268 20205  -0.074 0.018 0.065 -0.143 0.339 0.261 -0.278 -0.064 -0.015 -0.374
(-2.116)*  (1.999)*  (-1.489) (-0.441)  (0.101) (0.354) (-1.240)  (2.024)*  (1.827)*  (-1.673)*  (-0.619) (-0.131)  (-2.408)**
BRW 0.032 -0.065 0.108 -0.203 0.334 0.014 -0.041 0.008 0.073 0.222 0.087 0.148 -0.036 0.077
(0.265)  (-0.565)  (0.906)  (-1.389)  (2.113)*  (0.085) (-0.411)  (0.046)  (0.590) (0.221) (0.963) (1.015)  (-0.354) (0.570)
FMOFF -0.043 -0.048 0.023 -0.036 -0.114 0.111 0.074 0077  -0.0287 0.044 0.123 -0.116 0.024 -0.089
(-0.478)  (-0.552)  (0.256)  (-0.323)  (-0.943) (0.923) (0.980)  (-0.691)  (-0.305) (0.403) (1.790y*  (-1.050)  (0.311) (-0.873)
RDCON 0.478 -0.053  0.0545  -0.207 -0.008 -0.458 0.175 0.235 0.178 -0.471 0.257 -0.016 -0.173
(-0.116)  (-0.433)  (0.434)  (-1.347) (-0.049)~* (-2.759y**  (1.675)*  (1.534)  (1.368)  (-3.103)* (2.713)*** (-0.152)  (-1.223)
SELAST :ig 0.064 0.093 -0.001 0.023 0.245 0.044 -0.020 0.055 0.053 -0.032 0.117 -0.219
(0.64)  (0.902) (-0.012)  (0.173)  (L.795)* (0.518)  (-0.159)  (0.513) (0.429) (-0.416) (1.331)  (-1.880)*
R? 0.34
0.38 0.34 0.34 0.16 0.34 0.39 0.30 0.28 0.32 0.55 0.30 0.60 0.38

The asterisks (***, ** and *) represents statistisgynificance at 1%, 5% and 10% probability leyetspectively.

Figures in parenthesis are the t-values
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As expected, the more risk averse a farmer ispthee the individual perceives flood/storm
as a source of risk. Risk aversion has a negatastically significant relationship with
diseases (DIS) and erratic rainfall (ERRN) bothl@% (P<0.1) significant level. This is
contrary to expectation, one would expect risk sioer to have a positive relationship with

diseases and erratic rainfall as sources of risk.

FAL1 1 “production strategies” factor has a positstatistically significant relationship with
FAC1 “social” factor (P<0.01), FAC3 “uncertaintyadtor (P<0.05), fire outbreak (FROBK)
(P<0.05), family relationships (P<0.05), fertilisenavailability (P<0.01) and changes in
climatic conditions (P<0.05). This means that tmere the monocropper perceives
“production strategies” as a risk management gjyatihe more the farmer perceives “social”
factor, “uncertainty” factor, fire outbreak, famihglationships, fertiliser unavailability and
changes in climatic conditions as sources of risks not surprising that FA2_1 “marketing
plan” has a positive statistically significant teaship with FAC1 “social” factor (P<0.01),
fire outbreak (P<0.01), family relationships (P<D.@nd unavailability of fertiliser (P<0.1).
This implies that the more the monocropper perceitsmarketing plan” factor as a
management strategy, the more the farmer percésgsal’ factor, fire outbreak, family
relationships and unavailability of fertiliser asusces of risk. There is an inverse
relationship between “marketing plan” factor andrkea failure (MKFL) at 36 (P<0.05)
level. The more the monocrop farmer perceives ketamg plan” as a management strategy,
the less the farmer perceives market failure aowce of risk. There is a positive
statistically significant relationship between FA3‘extra income” factor and erratic rainfall
at 5% (P<0.05) level and a negative statistically digant relationship with market failure at
5% (P<0.05) level. This means that the more theco@mpper perceives the “extra income”
factor as a risk management strategy, the lesatheer sees market failure as a source of
risk.

Fertiliser provision by government/self (FERGOV)sha positive statistically significant
relationship with FLST, FER and CHCLIM a&5 (P<0.05), 106 (P<0.1) and % (P<0.05)

levels, respectively. This signifies that the mahe® monocropper perceives fertiliser
provision by government/self, the more the farmeassflood/storm, fertiliser unavailability
and changes in climatic conditions as sources sK. ri Provision of fertiliser by the

government is inadequate and untimely and selfiprav of fertiliser is associated with high
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cost and unavailability, and perhaps that is why ot surprising that fertiliser provision by
government/self has a direct relationship withiliedr unavailability as a source of risk.
FERGOV has a negative statistically significantatiehship with ERRN at 1% (P<0.1)

level.

The risk management strategy variable, training eddcation (TRED), has an inverse
statistically significant relationship with DIS arad direct relationship with MKFL at %
(P<0.05) and 1% (P<0.1) levels, respectively. The inverse retathip between TRED and
DIS is as expected: the training and education faahers receive for the agricultural
development project (ADP), through the ministry agriculture and mass media, is an
important strategy used to combat diseases. Tieetdielationship between training and
education with market failure as sources of rislcasitrary to expectation. TRED has a
negative statistically significant relationship WiERRN at 36 (P<0.05) level. This means
that the more the monocropper perceives trainird) education as a management strategy,
the less the farmer perceives erratic rainfall aswace of risk. Training and education from
the Nigerian Meteorological Agency (NIMET) througire media, seminars and workshops
expose farmers to knowledge of rainfall patterng weather forecasts that help the farmers
to adjust planting dates of crops. The trainingeireed from the agricultural development
project (ADP), ministry of agriculture and mass medducates farmers on the cropping
patterns that will help to protect the soils frone teffect of erratic rainfall, especially those

associated with soil erosion.

Membership of cooperative societies (COOPX) as aagement strategy has an inverse
statistically significant relationship with fire limeak (FROBK) and fertiliser unavailability
(FER) at 3% (P<0.05) level of significance. This impliestthiae more the farmer perceives
membership of cooperative societies as a managestranegy, the less the farmer sees fire
outbreak and fertiliser unavailability as sourcésrisk. A possible reason could be that

membership of cooperative societies enable fartoesbtain loans to purchase farm inputs.

Having crop insurance (HAVINS) has a negative stiglly significant relationship with
FAC1 “social factor”, price fluctuation (PCFLUC) @nchanges in climatic conditions
(CHCLIM) at 5% (P<0.05), 106 (P<0.1) and % (P<0.05) levels, respectively. This means
that the more the monocropper is insured, the tlessfarmer sees “social” factor, price

fluctuation and changes in climatic conditionsiak sources. Crop insurance (HAVINS) has
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a positive statistically significant relationshipthv FAC2 “rainfall” factor, difficulties for
finding labour (DFLAB) and market failure (MKFL) &% (P<0.05), 86 (P<0.05) and 1%
(P<0.1) levels, respectively. This is contraryetpectation: the findings reveal that even
with crop insurance, monocropppers still have féarghe “rainfall” factor, difficulties for
finding labour and market failure. This could erause of the fact that the crop insurance is

not very effective against these factors.

Selling of assets (SELAST) has a positive statlficsignificant influence on DIS and
ERRN, both at 1% (P<0.1) level. This implies that a monocrop farmvho perceives
selling of assets as a management strategy seeasedss and erratic rainfall as important
sources of risk. Selling of assets (SELAST) hasemative statistically significant
relationship with changes in climatic conditionsHCLIM) at 10% (P<0.1) level. This
means that the more the monocropper perceivesgelli assets as a risk management
strategy, the less the farmer perceives changetintatic conditions as a risk source. A
possible reason for this is that farmers who hassets can afford to sell the assets to
purchase grains and other commodities in the ewémrop failure owing to changes in

climatic conditions.

5.4.3 Multiple regression for intercroppers risk sources on their
characteristics, risk attitude and risk management strategies

The results of the multiple regression of intergrens risk sources on their characteristics,
risk attitude and risk management strategies asegpted in Table 5.11 below. The results
reveal that the Rranges from 0.13 to 0.39. Membership of coopegasociety (COOP=1)
for the intercroppers has a positive statisticalnificant relationship with FAC2 “social”
factor and drought (DRT), both a®®(P<0.05) level. This means that farmers whoriglto
cooperative societies perceive “social” factor amdught as most relevant source of risk.
The likely reason for this is that the amounts Ilfmans farmers receive from cooperative
societies are meagre and cannot cover for lossnof &nd drought effects. Intercrop farmers’
education (EDU) has a direct statistically sigrfit relationship with FAC4 “inadequate
labour” and lack of work animals (LCKWA) at ¥ (P<0.1) and % (P<0.05), respectively.
There is an inverse statistically significant relaship between education (EDU) and
diseases (DIS) at 20 (P<0.1). This implies that more educated intgper farmers

perceive diseases as less relevant sources of risk.
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Table 5.11 Multiple regression results of intercrppers risk sources on their characteristics, risk @itude and risk management

strategies, Kebbi State, January 2012

Sources
of risk
Variable
Variablese FAC1 FAC2 FAC3 FAC4 FAC5 FLST DIS ERRN DRT FROBK CGPOL INSLAB MKFL LCKWA FER
(COOP=1) -0.192 0.391 0.144 -0.009 -0.231 0.101 23D. 0.209 -0.586 -0.008 0.178 0.192 -0.194 -0.112 0.267
(-0.952) (1.96%* -0.791 (-0.05) (-1.066) -0.355 (-0.884) -0.814 2@y (-0.039) -0.672 -1.047 (-0.889) (-0.501) (-1.333)
EDU 0.022 0.012 0.022 0.035 0.014 -0.018 -0.049 00d. 0.008 -0.008 0.025 0.028 -0.003 0.055 -0.01
(-1.102) -0.577 -1.166 (1.669) -0.634 (-0.604) (-1.87) (-0.114) -0.023 (-0.436) -0.912 -1.552 (-0.139) 4@y (-0.508)
EXP -0.002 0.005 0.013 0.004 -0.014 -0.014 0.01 01D. -0.015 -0.006 -0.007 0.013 0.022 0.006 0.002
(-0.267) -0.482 -1.401 -0.408 (-1.292) (-0.95) 5.7 (-1.291) -0.012 (-0.542) (-0.541) -1.343 (1.954) -0.505 -0.225
(FDM=1) -0.049 -0.073 0.039 -0.242 -0.255 -0.173 .029 0.199 0.065 -0.126 -0.516 -0.065 0.037 -0.355 -0.118
(-0.282) (-0.418) -0.248 (-1.326) (-1.349) (-0.696) (-0.11) -0.886 -0.201 (-0.735)  (-2.28) (-0.405) -0.196 (-1.82) (-0.674)
FS -0.278 -0.253 -0.114 -0.132 0.294 -0.071 0.048 110 0.112 -0.225 0.127 -0.243 0.032 0.001 -0.305
(-2.381)* (-2.192¥ (-1.085) (-1.095) (2.341) (-0.429) -0.32 -0.785 -0.133 (-1.97)  -0.833 (-2.29% -0.252 -0.011 (-2.63)*
HHS 0.007 -0.043 0.044 -0.012 -0.003 0.0254 -0.09 0.02 0.062 0.0206 -0.015 -0.014 0.012 -0.005 -0.012
-0.239 (-1.426) -1.614 (-0.364) (-0.116) -0.592 .282) (-0.52)  (0.035¥ -0.694 (-0.384) (-0.495) -0.367 (-0.126) (-0.391)
(HT=1) -0.19 0.179 -0.345 0.014 -0.224 0.02 -0.292 0.337 -0.341 -0.059 -0.046 -0.162 -0.072 -0.091 109.
-0.239 -0.781 (-1.643) -0.06 (-0.896) -0.061 (-0.97) -1.137 -0.265 (-8r5 (-0.152) (-0.769) (-0.285) (-0.352) (-0.474)
KM -0.006 0.035 0.01 0 -0.009 -0.016 -0.025 0.002 .018 0.011 0.005 -0.012 0.007 -0.013 -0.023
(-0.31) (1.797 -0.585 (-0.022) (-0.459) (-0.562) (-0.985) -0.079 -0.023 -0.577 -0.209 (-0.661) -0.306 (-0.598) B
GM 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
ASV 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
RA 0.058 -0.051 0.115 -0.017 0.009 -0.037 0.077 048. 0.038 -0.039 -0.023 0.019 -0.044 0.011 0.023
-1.139 (-1.003) (2.469) (-0.31) -0.162 (-0.504) -1.16 (-0.724) -0.059 @) (-0.344) -0.4 (-0.783) -0.199 -0.452
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FAL 1

0.155 0.14 0.042

0.1 -0.178 -0.19 -0.369 58.3 -0.008 0.26 0.075 0.122 -0.325 -0.056 0.182
-1.296 -1.181 -0.391 -0.808  (-1.382) (-1.125) (8 (231  -0137 (2.22FF  -0.474 -1.12 (258  (-0.424) -1.524
FA2_1 -0.017 -0.014 -0.175 0.456 -0.042 -0.519 304  -0.308 0.037 -0.113 -0.119 -0.24 -0.067 0123 .06@
(-0.14) (-0.117) (-1537) (38  (-0.313)  (-2.92%*  (-2.67/*  (-1.915}  -0.144 (-0.92)  (-0.713) (-2.09) (-0.488)  (-0.877) -0.53

FA3 1 0.091 -0.005 0.292 0.071 -0.039 -0.121 0.047 0.222 0.087 0.062 0.011 0.098 0.244 0.195 -0.031
-0.874 (-0.045)  (3.093%*  -0.653  (-0.349) (-0.819) -0.346 (1.663) -0.119 -0.606 -0.083 -1.036  (2.155) (1.681} (-0.295)

SPDSL -0.147 -0.032 -0.032 0.007 0.031 0.017 -0.019 0.165 -0.039 -0.096 -0.012 -0.015 0 0.11 -0.099
(-2.053)* (-0.45) (-0.497) -0.092 -0.394 -0.169 (-0.214) 8QEF  -0.082  (-1.376)  (-0.132)  (-0.229)  (-0.002) -1.384 (-1.398)

FERGOV 0.157 0.191 0.222 -0.202 0.047 0.474 0.324 4410 0.07 0.176 0.011 0.44 0.372 0.227 0.361
-1.345 (1.654)  (2.1%  (-1.68y  -0.363  (2.883)*  (2.144F  (2.96}*  -0.133 -1.546 20072  (4.18F  (2.95¢  (1.756F (.11

STRPR 0.045 0.003 0.096 -0.063 0.061 0.051 0.115 0210.  0.017 0.15 0.175 -0.025 0.103 -0.02 0.067
-0.599 -0.034 -1.41 (-0.808)  -0.757 -0.475 1173 0.217 -0.086  (2.03%  (1.763F  (-0.361) -1.258 (-0.238) -0.885

FDMCUL 0.084 -0.16 0.117 0.045 0.033 0.066 0131  236. 0.078 -0.001 0.0785 -0.012 0.207 0.059 -0.103
-0.853 (-1.639) -1.314 -0.44 -0.311 -0.475 -1.019 (187) -0.113  (-0.009) -0.606 (-0.133)  (1.939) -0.543 (-1.048)

SPDISPT 0.078 -0.072 0.253 -0.156 -0.05 0.299 0.139 -0.003 0.104 0.039 0.188 0.232 -0.108 -0.069 0.07
-0.894 (-0.832)  (3.20)*  (-1.73F  (-0.536)  (2.424) -1.225 (-0.022)  -0.099 -0.459  (1.636) (2.93F**  (-1.145)  (-0.708) -0.807
COOPX 0.024 -0.165 -0.055 -0.065 0.023 -0.047 @07 -0.083 0.006 -0.082 -0.069 -0.066 -0.08 -0.013  .009
-0.362 (-2.46%  (-0.903)  (-0.928)  -0.312 (-0.491) (-0.906) (-0.p64 -0.077  (-1.244)  (-0.772)  (-1.079)  (-1.092)  (-BL7  (-0.077)

INTC 0.079 0.095 0.048 0.067 -0.011 0.026 0.016 5.1 -0.033 0.042 -0.014 0.039 0.012 0.146 0.12
-1.137 -1.388 -0.763 0911  (-0.146) -0.268 -0.179 (1.705f  -0.079 -0.618 (-0.158) -0.627 -0.164 (1.894) (1.735%

BRW 0.019 0.072 -0.005 -0.001 0.04 -0.058 0.126 190 -0.013 0.004 -0.032 0.015 0.12 -0.005 -0.053
-0.267 -0.993 (-0.076)  (-0.014)  -0.501 (-0.558) 36B -0.129 -0.085 -0.06 (-0.33) -0.219 -1.499 @680  (-0.721)
FMOFF 0.005 -0.106 -0.057 0.012 -0.029 -0.007 609 0.065 0.044 -0.157 -0.018 -0.147 0.008 0.025 120
-0.067 (-1.393) (-0.816) -0.161  (-0.351) (-0.062) -0.955) -0.654 -0.088  (-2.08)  (-0.18)  (-2.09)* -0.09 (-0.29) (-1.56)

SELAST 0.095 -0.135 -0.122 -0.009 0.054 0.068 0.008 0.107 0.012 0.013 0.155 -0.014 -0.059 -0.051 0.039
-1.365 (-1.95¢  (-1.941}  (-0.135) -0.72 -0.687 -0.089 -1.194 -0.079 -0.194 (1.69f)  (-0.216)  (-0.778)  (-0.656) -0.56
R2 0.26 0.24 0.38 0.2 0.13 0.16 0.18 0.25 0.15 502 015 0.39 0.24 0.18 0.37

The asterisks (***,

** and *) represents statistisgnificance at 1%, 5% and 10% probability leredpectively. Figures in parenthesis are the el
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A possible reason could arise from the fact thastneducated farmers are civil servants who
earn extra income from their extracurricular jolbsl 0 they can afford to purchase disease

control chemicals.

Fadamacultivation (FDM=1) has a negative statisticaligrsficant influence on changes in
government policy (CGPOL) and lack of work anim@l€KWA) at 5% (P<0.05) and 1%
(P<0.1), respectively. This implies that the mtire intercropper cultivatdadama the less
the farmer sees changes in government policy akddbwork animals as important sources
of risk. A possible reason why the farmers pereafianges in government policy as less
important is probably because most government igslilocus more on arable crops than
vegetable crops which are mostly grown fadamacrops. Intercroppers who cultivate
fadamasee lack of work animals as a less important soofcrisk because moshdama
users do not use work animals owing to the clayelmarshy nature dadamasoils. The
negative relationship betweémdamacultivation and lack of work animals is as predicte

Farm size (FS) has a negative statistically sigaift relationship with FAC1 “rainfall’ factor
(P<0.05), FAC2 “social” factor (P<0.1), fire outhke(FROBK) (P<0.05), insufficient labour
(INSLAB) (P<0.05) and fertiliser unavailability (g (P<0.01) level. This means that the
larger the farm size, the less the intercroppeceyees “rainfall’ factor, “social” factor, fire
outbreak, insufficient labour and fertiliser undahility as relevant sources of risk. The
possible explanation for this is that farmers wlawehlarger farm sizes are likely to have
more farm income which they can use to purchag#ider, and since intercropping helps in
improving the fertility of the soils, the intercnogrs may not perceive unavailability of
fertiliser as a most important source of risk. dsfive relationship is expected between farm
size and insufficient labour because intercropps@ssociated with intensive labour use,
accordingly the result is contrary to expectatidfarm size (FS) has a positive statistically
significant relationship with FAC5 “uncertainty” dior at % (P<0.05) level. This is as
expected; the larger the farm size, the more therdropper perceives changes in climatic

conditions (“uncertainty” factor) as most importaources of risk.

House type (HT=1) has a negative statistically ifiggnt effect on FAC3 (illness of
household member and difficulties in finding labotdifficulties” factor at 10% (P<0.1)
level. This means that farmers with modern hoyseseive “difficulties” as less important

risk source. This is probably because the farrms¥ghought to be wealthy and can afford to
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pay hospital bills and they might also afford tg pa@bour more and so the farmers may not
perceive difficulties in finding labour as mostaehnt source of risk. Risk attitude (RA) has
a positive statistically significant relationshipthvFAC3 “difficulties” factor at 36 (P<0.05)

level. The more risk averse the intercropper & tnore the farmer perceives the

“difficulties” factor as an important risk source.

FALl 1 “personal and government policy” factor hasegative statistically significant effect
on diseases (DIS), erratic rainfall (ERRN) and rearfailure (MKFL), all at 86 (P<0.05)
level. This is not surprising because farmers pwareive personal and government policy
factor as a risk management strategy are likelypdoceive diseases, erratic rainfall and
market failure as less important source of riskhe Tfarmers use gathering of market
information, price support policy, household heaatking off-farm,adasheand having crop
insurance management strategies to combat thesoskces (diseases, erratic rainfall and
market failure).

FA2_1 “capacity building” factor has a positive tetcally significant relationship with
FAC4 “inadequate labour” at 20 (P<0.1) level. FA2_ 1 “capacity building” factbas a
negative statistically significant relationship lwitflood/storm (FLST) (P<0.01), diseases
(DIS) (P<0.01), erratic rainfall (ERRN) (P<0.1),damsufficient labour (INSLAB) (P<0.05)
level. The result implies that the intercroppeisowperceived capacity building as a risk
management strategy see flood/storm, diseasesiceaimfall and insufficient labour as less
important sources of risk. Capacity building coregs training and education and investing
off-farm. Training and education helps farmerskiow better methods of disease control.
Investing off-farm gives the intercropper the dbilto cope with the negative effects of
flood/storm, diseases, erratic rainfall and ingugint labour by finding alternative means of
getting income rather than depending on farmingealo

FA3 1 “planning” factor has a positive statistigalignificant relationship with FAC3
“difficulties” (P<0.01), erratic rainfall (P<0.05)narket failure (P<0.05) and lack of work
animals (P<0.1) level. This implies that the farrperceives the “difficulties” factor, erratic
rainfall, market failure and lack of work animals @nost important risk sources. Fertiliser
provision by government/self has a positive staadly significant influence on FAC2
“social” factor (P<0.1), FAC3 “difficulties” facto(P<0.05), flood/storm (P<0.01), diseases

(P<0.05), erratic rainfall (P<0.01), insufficiemtolour (P<0.01), market failure (P<0.01), lack
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of work animals (P<0.1) and fertiliser unavailatyil(P<0.01) level. This means that the
more the intercropper perceives fertiliser provisisy government/self as a management
strategy, the more the farmer sees “social” facttifficulties” factor, flood/storm, diseases,
erratic rainfall, insufficient labour, market faiej lack of work animals and fertiliser
unavailability as most relevant sources of rislertiiser is one of the most important inputs
in crop production in Kebbi State since it deteresirthe crop output, and probably that is
why it has a positive relationship with “social” ctar, “difficulties” factor, fertiliser

unavailability, etc.

Storage programme (STRPR) has a positive stafigtisanificant relationship with fire
outbreak (FROBK) and changes in government andcaltwral policy (CGPOL) at %
(P<0.05) and 1% (P<0.1) level respectively. The intercropper wberceives storage
programme as a management strategy sees fire akitbred changes in government and
agricultural policy as most important sources skri The possible reason is that the intercrop
farmers are apprehensive of fire accidents thahtmeggnsume the stored farm produce and
are fearful of changes in government and agricaltpolicy, especially those related to
importation, removal of custom duty and tariffsattimight have negative effect on domestic
product prices.

Spraying for diseases and pests (SPDISPT) hasitvpadatistically significant relationship
with FAC3 “difficulties” factor (P<0.01), flood/stm (FLST) (P<0.05), changes in
government and agricultural policy (CGPOL) (P<0Oahd insufficient labour (INSLAB)
(P<0.01) level. This means that the more the enbgper perceive spraying for diseases and
pests as a management strategy, the more the faeasr“difficulties” factor, flood/storm,
changes in government and agricultural policy arstifficient labour as important sources of
risk.

Spraying for diseases and pests (SPDISPT) hasaivegtatistically significant relationship
with FAC4 “inadequate labour” factor. This is padily because of the fact that most farmers
use knapsack sprayers which are less time consufaingpraying the farms. Selling of
assets (SELAST) has a negative statistically dpnit relationship with FAC2 “social”
factor, FAC3 “difficulties” factor at 50 percent (P<0.05) and % (P<0.1) levels,
respectively. This implies that intercroppers péere “social” factor and “difficulties” factor

as less relevant sources of risk. The relationbeipveen selling of assets and changes in
165



government policy was positive and statisticallgngicant at 106 (P<0.1) level. The
possible reason for this is that the prices theéas receive for the assets they have are likely

to be determined by government policy.

When comparing the analysis of the mono and imeqers, the following shouldter alia

be pointed out. There is a positive statisticalignificant relationship between FERGOV
(fertiliser provision by government/self) and FERr{jliser unavailability) for both the
monocroppers and intercroppers. This shows howoitapt fertiliser is to both groups of
farmers. FA_1 1 “production strategies” has a fpasisignificant relationship with FROBK
(fire outbreak) for both monocrop and intercropnfars. This means that “production
strategies” are important in combating fire outlraa a source of risk. Also, FA3 1 “extra
income” has a positive statistically significantateonship with ERRN (erratic rainfall) for
both groups of farmers. This implies that the farsnperceive “extra income” as a means of
dealing with the risk source erratic rainfall whieiight cause crop failure. For the monocrop
farmers, crop insurance (HAVINGS) has a positiaistically significant relationship with
FAC2 “rainfall” factor, difficulties for finding laour (DFLAB) and market failure (MKFL).
The result is contrary to expectation. The probabhson for the direct relationship could be
because of the fact that crop insurance is not effactive in the study area. This again

stresses the fact that monocropping is associatadwore risk than the intercropping.

5.4.4 Multiple regression of monocroppers risk management strategies on
their characteristics, risk attitude and risk sources

Part of objective 2 is to determine the relatiopshetween farmers’ risk management
strategies and their characteristics, risk attsuaied risk sources. Exploring this relationship

will help in designing policies that will enhanceping strategies.

Table 5.12 below presents the multiple regressésunlts of monocroppers risk management
strategies on their characteristics, risk attituaied risk sources. Table 5.12 indicates that the
maximum and minimum Rwere 0.52 and.18, respectively. Education (EDU) has a
negative statistically significant relationship lwiteduced consumption (RDCON) at%0
(P<0.1) which means that the more educated a mopper is, the less the farmer perceives

reduced consumption as an important risk managesteategy. This is not surprising
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because most of the educated farmers are civiae&wwho have other sources of income to
take care of family needs other than farm income.

Experience (EXP) has a negative statistically $iggmt influence on FA1 1 “production
strategies” factor (P<0.1), training and educatid@®RED) (P<0.1), borrowing (BRW)
(P<0.1), family members working off-farm (FMOFF) <®1) and selling of assets
(SELAST) (P<0.05) level.
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Table 5.12 Multiple regression results of monocropgrs risk management strategies on their characterigs, risk attitude and risk

sources, Kebbi State, January 2012

Variables Risk management strategies

FA1 1 FA2 1 FA3 1 SPDSL FERGOV__ TRED INVOFF  FDMCUL _ ADSH COOP__ HAVINS BRW FMOFF RDCON _ SELAST

(COOP=1) -0.248 -0.213 0.047 0.319 0.269 0.153 0.237 -0.162 0.112 0.224 -0.103 0.479 -0.003 0.091 -0.182
(-1.281)  (-1.086) (0.228) (1.092) (1.304) (0.756)  0.207) (-0.561) (0.622) (0.260) (-0.464)  (2.¥79) (-0.009) (0.429) (-1.503)

EDU 0.003 0.005 0.005 0.058 0.011 0.007 -0.003 -0.008  .0310 -0.018 -0.020 0.036 0.012 -0.053 0.004
(0.094) (0.160) (0.033) (1.371) (0.372) (0.220) 08m) (-0.008) (1.425) (0.038) (-0.602) (1.119) 6BY (-1.703) (0.104)

EXP -0.021 -0.016 -0.008 -0.020 0.004 -0.024 -0.023 28.0 0.016 0.008 -0.012 -0.024 -0.034 -0.007 -0.042
(-1.674y  (-1.277) (0.014)  (-1.072) 0.293) (-1.964)  (0.013¥ (1.546) (1.413) (0.016) (-0.834)  (-1.724) (-1.759F (-0.505)  (-2.435%

(FDM=1) -0.136 -0.131 0.021 -0.585 -0.064 -0.066 0.055 ®.51 -0.130 0.676 -0.191 0.146 0.288 -0.464 0.100
(-0.695) (-0.660) (0.230) (-1.98)  (-0.304) (-0.323) (0.209) (1.785)  (-0.717)  (0.2628)  (-0.850) (0.658) (0.924) (-2.16%) (0.363)

FS 0.026 0.150 -0.293 -0.214 0.099 0.032 -0.052 -0.235  -0.057 0.244 -0.022 0.411 -0.122 0.043 0.087
(0.225) (1.305) (0.13%8)  (-1.250) (0.819) (0.268) (0.121) (-1.386) (-0.539) (0.152) (-0.169)  (3.19* (-0.677) (0.348) (0.543)

HHS 0.067 -0.016 -0.016 -0.027 0.021 0.036 0.057 -0.064 -0.029 0.018 0.028 0.092 0.051 -0.016 0.055
(2.561*  (-0.613) (0.031)  (-0.695) (0.752) (1.326) (0.0278)  (-1.639) (-1.192) (0.035) (0.926) (31 (1.221) (-0.548) (1.500)

(HT=1) -0.033 -0.466 0.431 -0.299 -0.085 0.028 0.299 0.029 -0.123 -0.081 -0.465 0.089 0.081 0.198 0.586
(-0.145)  (-2.038¥ (0.265) (-0.879) (-0.352) (0.120) (0.241) (0.087) (-0.590) (0.303) (-1.796)  (0.348) (0.225) (0.802) (1.845)

KM -0.014 -0.009 0.008 -0.019 -0.033 -0.022 -0.004 14.0 -0.039 -0.024 0.009 0.034 0.034 0.023 0.024

(-0.697)  (-0.434) (0.023)  (-0.656)  (-1.567) (-1p76  (0.021) (0.497)  (-2.179)  (0.026) (0.407) (1.549) (1.088) (1.097) (0.887)

GM 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 000.0 0.000 0.000 0.000 0.000 0.000 0.000
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000) oqm) (0.000) (0.000) (0.000) (0.000) (0.000) (0)000  (0.000) (0.000)

ASV 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 000.0  0.000 0.000 0.000 0.000 0.000 0.000
(0.000) (0.0000 (0.000) (0.000) (0.000) (0.000) 0Q0) (0.000) (0.000) (0.000) (0.000) (0.000) (0)000  (0.000) (0.000)

RA 0.016 -0.028 0.242 0.089 -0.086 -0.103 -0.068 0.302 0.134 0.225 0.055 0.140 -0.055 0.152 0.186

(0.173) (-0.295)  (0.10%)  (0.638) (-0.873) (-1.062) (0.099) (2.186)  (1.560) (0.124 (0.516) (1.331) (-0.373) (1.500) (1.431)

FAC1_1 0.338 -0.068 -0.220 -0.110 -0.118 0.146 0.114 0.019 0.042 0.001 -0.184 -0.196 -0.117 -0.236 -0.147
(3.07)* (-0.614) (0.129  (-0.665) (-1.011) (1.271) (0.117) (0.117) (0.410) (0.148) (-1.462) (-1.568) (-0.667) (-1.955)  (-0.953)

FAC2_ 1 0.094 0.126 -0.185 -0.135 0.108 0.187 0.180 0.088 0.079 0.175 0.331 -0.110 -0.045 -0.349 0.087
(0.907) (1.200) (0.121)  (-0.869) (0.979) (1.738)  (0.110) (0.569) (-0.830) (0.139)  (2.792)  (-0.940)  (-0.275)  (-3.08%) (0.596)

FAC3_ 1 0.198 -0.029 -0.093 0.073 0.047 0.140 0.017 0.392 .0620 0.299 -0.162 0.103 0.026 -0.062 0.263
(1.885) (-0.271) (0.123) (0.460) (0.417) (1.280) (0.112)  2.506)* (0.637) (0.147 (-1.348) (0.863) (0.154) (-0.535) (1.783)

ERRN 0.012 0.149 0.019 0.021 -0.078 -0.042 0.038 0.056  0.119 0.142 0.203 0.055 0.157 -0.216 0.142
(0.184)  (2.213% (0.078) (0.206) (-1.095) (-0.605) (0.071) (0.559) (-1.9355  (0.089)  (2.655%*  (0.734) (1.481)  (-2.961) (1.519)
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Variables Risk management strategies
FAl1 1 FAZ 1 FA3 1 SPDSL FERGOV  TRED INVOFF ~ FDMCUL _ ADSH COOP _ HAVINS BRW FMOFF RDCON  SELAST
DIS -0.056 -0.004 0.119 -0.004 0.043 -0.051 -0.021 48.0 0.053 -0.027 -0.019 0.190 -0.132 0.096 0.082
(-0.755) (-0.046) (0.087) (-0.036) (0.545) (-0.659)  (0.079) (-0.404) (0.771) (0.099) (-0.225)  (2.273) (-1.126) (1.186) (0.794)
FLST -0.034 0.194 -0.088 0.111 0.141 -0.022 -0.002 ©.14 0.103 0.022 0.092 -0.145 -0.078 -0.091 -0.068
(-0.426)  (2.449% (0.092) (0.939) (1.685)  (-0.268) (0.084) (-1.199) (1.414) (0.105) (1.021) (-1.625)  (-0.626) (-1.059) (-0.618)
FER 0.476 0.100 0.154 0.078 0.296 0.301 0.272 0.005 0520. -0.177 0.260 -0.097 0.197 -0.080 0.320
(5.12)*+ (1.068) (0.109) (0.556)  (2.9937  (3.11)** (0.099)*+ (0.038) (-0.601) (0.124) (2.438) (-0.917) (1.337) (-0.791) (2.453)
FROBK -0.110 -0.173 0.116 0.153 -0.259 -0.329 -0.428 ®.04  0.002 -0.531 -0.299 0.002 -0.129 0.286 -0.005
(-0.901)  (-1.400) (0.144) (0.832)  (-1.986) (-2.58)*  (0.130y** (0.252) (0.013)  (0.18y (-2.129) (0.015) (-0.663)  (2.133)  (-0.029)
FRSP -0.093 0.598 0.314 0.239 0.252 0.147 0.387 -0.402  .389 0.015 0.256 0.257 0.384 0.250 -0.152
(-0.698)  (4.45y*  (0.156F*  (1.194) (1.779 (1.063) (0.1419 (-2.027F  (3.13)* (0.178) (1.681) (1.702y  (1.815%  (1.714y~ (-0.814)
LCKWA -0.106 -0.101 0.109 -0.132 -0.029 -0.232 -0.127 088. 0.006 0.007 -0.003 0.126 -0.226 0.216 -0.030
(-1.179) (-1.117) (0.105) (-0.976) (-0.305)  (-2.%78 (0.096) (-0.617) (0.069) (0.120) (-0.029) (1.241) (-1.585) (2.196% (-0.240)
DFLAB -0.001 0.029 0.015 0.015 0.071 -0.105 -0.045 0.068  0.023 -0.175 0.186 -0.051 -0.093 0.158 -0.082
(-0.010) (0.334) (0.101) (0.118) (0.768) (-1.161)  0.002) (0.530) (0.286) (0.116) (1.883) (-0.516)  (-0.679) (1.675)  (-0.679)
MKFL 0.094 -0.240 -0.168 0.065 0.008 0.202 -0.022 0.166 -0.125 0.131 -0.017 -0.093 -0.028 0.026 0.190
(0.923) (-2.337)  (0.11%)  (0.424) (0.075) (1.908) (0.109) (1.092) (-1.330) (0.136) (-0.142) (-0.804) (-0.172) (0.237) (1.329)
PCFLUC -0.112 -0.064 -0.085 -0.035 -0.065 -0.107 -0.089 .009 0.046 -0.099 -0.175 0.136 0.083 -0.217 -0.035
(-1.388)  (-0.786) (0.095)  (-0.285)  (-0.757) (1271 (0.086) (-0.073) (0.620) (0.108) (-1.892)  (1.491) (0.649)  (-2.453)  (-0.308)
CHCLIM 0.049 -0.105 0.034 -0.070 0.064 -0.081 0.010 0.071 -0.035 -0.046 -0.182 0.028 -0.034 0.036 -0.182
(0.574) (-1.209) (0.101) (-0.542) (0.703) (-0.901) (0.092) (0.550) (-0.442) (0.115) (-1.846)  (0.286) (-0.247) (0.386) (-1.503)
R 0.52 0.51 0.35 0.28 0.46 0.38 0.43 0.29 0.39 038 460 0.45 0.18 0.50 0.32

The asterisks (***, ** and *) represents statistisanificance at 1%, 5% and 10% probability leyetspectively.

Figures in parenthesis are the t-values
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The implication of this is that over the years mmoppers have learnt to combat risk sources
using “production strategies” factor, training aaducation, borrowing, family members
working off-farm and selling of assets, and so fdmeners perceive these as less important
over time. There is a positive statistically sfgraint relationship between experience (EXP)
and investing off-farm (INVOFF) at 28 (P<0.1) level. The possible reason could be that
experienced farmers have over the years experietiedhallenges associated with the
farming enterprise and so they have learnt certaiastment strategies that they might fall

back on in the event of crop failure.

Fadamacultivation (FDM=1) has a positive statisticallgsificant relationship witlladama
cultivation (FDMCUL) as a risk management stratagyg with cooperative (COOP), both at
10% (P<0.1) level. This means that a monocrop farpegceivedadamacultivation as a
relevant management strategy. This could arisa fite fact thatadamacultivation serves
as a means of producing different crops using ®mpigation techniques to produce
vegetable crops and cereals, such as maize and.wli@mers can always fall back on
fadama crops when arable crops fail. adlama cultivation has a negative statistically
significant relationship with reduced consumptiob® (P<0.05) level. This is as expected
becausdadamacultivation combined with rain fed agriculture aille the farmer to produce

crops throughout the year.

There was a positive statistically significant telaship between farm size (FS) and FA3_1
“extra income” factor and borrowing (BRW) at%® (P<0.05) and % (P<0.01) levels,
respectively. The relationship between farm siz@ ‘@xtra income” factor and borrowing is
as predicted. The larger the farm size, the muearionocropper perceives borrowing to be a
risk management strategy. Small-scale farmers hawed resources and borrowing enables
the farmers to purchase farm inputs and pay foouab A positive statistically significant
relationship exists between household size (HH8)RAR1l_1 “production strategies” factor,
investing off-farm (INVOFF) and borrowing (BRW) &6 (P<0.05), 836 (P<0.05) and %
(P<0.01) levels, respectively. As predicted, thegér the household size, the more the
farmer perceives “production strategies”, investwiftfarm and borrowing as important
management strategies. House type (HT) has ainegdatistically significant influence on
FA2_1 “marketing plan” factor and having crop irmue (HAVINS) at 86 (P<0.05) and

1% (P<0.01) levels, respectively. A positive stataly significant relationship exists
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between house type (HT) and selling of assets (SHD)Aat 106 (P<0.1) level. This is as
predicted, probably because farmers with moderrsé®are thought to be relatively wealthy

and they have assets that they could sell in dodereet other family needs.

There is a positive statistically significant r@aship between risk aversion (RA) and FA3_1
“extra income”, fadama cultivation (FDMCUL) and membership of cooperatigseciety
(COOP) at B% (P<0.05), 30 (P<0.05) and 1®% (P<0.1) levels, respectively. This is as
expected; the more risk averse the monocroppethés,more the farmer perceives extra
income,fadamacultivation and membership of cooperative socatymportant management
strategies. Extra incoméadama cultivation and membership of cooperative sociatg
ways by which monocrop farmers can cope with riBRC1_1 “social” factor has a positive
statistically significant relationship with FA1_ Jprbduction strategies” factor and FA2_1
“marketing plan” at 26 (P<0.01) and 1% (P<0.1) levels, respectively. This is because of
the fact that risk source related to “social” fadioss of land/ethnic clash and theft) can lead
to devastation of a farm, thus the farmer needapigly production strategies in order to

combat such sources of risk.

FAC2_1 “rainfall” factor has a positive statistigasignificant relationship with training and
education (TRED) and having crop insurance (HAVINGEL 0% (P<0.1) and % (P<0.01)
levels respectively. FAC2_1 *“rainfall” factor has negative statistically significant
relationship with reduced consumption (RDCON) & (P<0.01) level. Rainfall as a source
of risk has a negative effect on farm output: tlse wf management strategies, such as
training and education and having crop insuranie parceived as the most important ways
of combating rainfall as a source of risk. FAC3‘Uuhcertainty” factor has a positive
statistically significant influence on FA1_1 “pradtion strategies” at 10 % (P<0.Ixdama
cultivation (FDMCUL) at 5 % (P<0.05), membershipamioperative society (COOP) at 5 %
(P<0.05) and selling of assets (SELAST) at 10 %0(Pxlevel. Production strategies”,
fadamacultivation, membership of cooperative society antling of assets are perceived as
important management strategies to combat the ftaing/” factor. The variables
associated with “uncertainty” factor are drouglttarmges in government policy, illness of a
household member and insufficient work animals.thie event of uncertainties farmers can

fall back on their assets, income fréadamacultivation and a cooperative society.
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A positive statistically significant relationshixists between fertiliser unavailability (FER)
and FA1l_1 “production strategy” factor (P<0.01)rtifeser provision by government/self
(FERGOV) (P<0.01), training and education (TREDI@®1), investing off-farm (INVOFF)
(P<0.01), having crop insurance (HAVINS) (P<0.1) aelling of assets (SELAST) (P<0.1)
level. The monocropper who perceives fertiliseavalability as a source of risk sees
fertiliser provision by government/self as a mogéevant management strategy. This is as
expected because fertiliser is used to improvefénidity of the soil and hence improve
output; unavailability of fertiliser is an importasource of risk to the farmers in the study
area. Training and education is perceived as aagenent strategy to combat unavailability
of fertiliser. Farmers are trained and educatethertype of fertilisers to apply and effective
methods of fertiliser application in order to obtanaximum yields. Fertiliser prices are high
and thus investing off-farm (which allows farmecsdarn higher incomes) and selling of

assets enable farmers to purchase fertiliser.

Family relationships (FRSP) have a positive stiaafliy significant relationship with FA2_1
“marketing plan” factor (P<0.01), FA3_1 “extra imne” factor (P<0.05), fertiliser provision
by government/self (FERGOV) (P<0.1), investing faffm (INVOFF) (P<0.01),adashe
(rotation savings) (ADSH) (P<0.01), having cropurace (HAVINS) (P<0.1), borrowing
(P<0.1), family member working off-farm (FMOFF) (@4) and reduced consumption
(RDCON) (P<0.01) levels. The more a farmer pereivamily relationships as a risk
source, the more the farmer perceivadashe (rotation savings) and borrowing as
management strategies; this is probably becadashgrotation savings) is handled between
the farmer and family relatives/ friends. Farmessally borrow from their relatives. There
was a negative statistically significant relatiapsbetween family relationships (FRSP) and
fadamacultivation (FDMCUL) at 36 (P<0.05) level. A possible reason for the negati
relationship could be that farmers depend on faneilgtives for help in times of need.

A positive statistically significant relationshixists between market failure (MKFL) and
FA3 1 “extra income” factor, and training and edigra (TRED) at 3 (P<0.05) and 1%
(P<0.1) level respectively. This means that moopgers perceived “extra income” factor

and training and education as measures for contpatarket failure as a source of risk.
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5.4.5 Multiple regression of intercroppers risk management strategies on their
characteristics, risk attitude and risk sources

Table 5.13 below shows the multiple regressionltgdar intercroppers’ risk management
strategies on their characteristics, risk attitaahel risk sources. The?Ror the multiple
regression for intercroppers’ risk management efias and farmers’ characteristics
variables, risk attitude and risk sources rangevéen 0.47 and 0.10. A negative statistically
significant relationship exists between membergifiwooperative society (COOP=1) and
spreading sales (SPDSL) and fertiliser provision goyernment/self (FERGOV) at%
(P<0.05) and 1% (P<0.1) level respectively. Intercroppers whdobg to a cooperative
society perceive spreading sales and fertilisevipian by government/self as less important
risk management strategies. A possible reasonthdyarmers perceive fertiliser provision
by government/self as less important risk managérseategy is because members of the
cooperative societies are given priority when fiedr is supplied by the government through
the Agricultural Development Projects. The fesgli is given to farmers at subsidised rates.

Education (EDU) has a negative statistically sigaifit relationship with FA1_1 “personal
and government policy” factor and borrowing (BRW) 56 (P<0.05) and 1% (P<0.1)
levels, respectively. This implies that more ededantercroppers perceive “personal and
government policy” factor and borrowing as less am@nt management strategies. The
“Personal and government policy” factor comprisewage programmeadashe(rotation
savings), having crop insurance and planning expe&ed Educated farmers are likely to be

more knowledgeable in planning expenditures and crsurance.

Farming experience (EXP) has a positive statigyicsignificant relationship witHfadama
cultivation (FDMCUL) and family member working of&rm (FMOFF) at 186 (P<0.1) and
5% (P<0.05) levels, respectively. Intercroppersehaver the years perceivdddama
cultivation and family member working off-farm amportant risk management strategies.
There is a positive statistically significant redaship between household size (HHS) and
family member working off-farm (FMOFF). The largdre household size, the more the
intercropper perceives family member working offrfiaas a management strategy. This is
probably because farm income alone is too smalugtain the needs of the large family size,

and accordingly extra income is needed to compléfaem income.
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Table 5.13 Multiple regression results of intercropers risk management strategies on their charactestics, risk attitude and risk

sources, Kebbi State, January 2012

Variables

Risk Management strategies

FA1 1 FA2_1 FA3_1 SPDSL FERGOV____FDMCUL INTC COOP STRPR BRW FMOFF SELAST SPDISPT

(COOP=1) 0.092 -0.00: -0.03¢ -0.16¢ -0.05: 0.37F -0.63( 0.415 0.07¢ -0.08¢ -0.37: -0.037 -0.397
(0.482  (-0.015 (-0.180 (- (-0.285* (1.443 (-2.372  (1.545 (0.299 (-0.322° (-1.404 (-0.114 (-1.754

EDU -0.02% 0.00¢ -0.03¢ -0.02] 0.001 0.03¢ -0.03¢ -0.00¢ 0.04¢ -0.01¢ -0.02¢ -0.00¢ 0.00¢
(- (0.414  (-1.653 (-0.800 (0.033  (1.437 (-1.323 (-0.274  (1.910) (- (-0.912 (-0.274  (0.403

EXP 0.00¢ -0.00¢ -0.00z 0.00¢ -0.00z 0.007 -0.001 -0.00¢ 0.011 -0.001 0.00z 0.01z -0.007
(0.802 (-0.531 (-0.203  (0.470  (-0.222° (0.539* (-0.049 (-0.353  (0.879  (-0.074 (0.218** (0.926  (-0.600

(FDM=1) 0.02¢ -0.00¢ -0.17¢ -0.01¢ 0.08: -0.18¢ 0.04~ 0.08: 0.07z -0.12¢ 0.08( 0.09: -0.03¢
(0.148  (-0.044 (-0.932 (-0.085 (0.525 (-0.818 (0.178 (0.348 (0.327  (-0.527  (0.340 (0.385  (-0.171

FS 0.24; 0.26( 0.00¢ 0.09: 0.33¢ -0.17(¢ 0.14~ 0.13¢ -0.05¢ 0.03¢ -0.20; -0.04¢ 0.32:
(2.348 (2.314 (0.049 (0.654 (3.217 (-1.180  (0.965 (0.907 (-0.390 (0.269 (-1.408 (-0.318 (2.627

HHS -0.01¢ -0.02: -0.03¢ -0.03¢ -0.00¢ 0.03% -0.03( -0.01% 0.00¢ 0.05¢ 0.01% -0.01¢ -0.04¢
(-0.559 (-0.737 (-1.100 (-0.881 (-0.149 (0.795 (-0.729 (-0.299  (0.100  (1.340 (0.304* (-0.340 (-1.288

(HT=1) 0.29i 0.04 -0.162 -0.16( -0.08¢ 0.76: 0.11¢ 0.44¢ 0.08¢ -0.15¢ -0.02( -0.33¢ -0.031
(1.404 (0.210 (-0.673 (-0.561 (-0.409 (2.645 (0.392 (1.484**  (0.327) (- (-0.068 (-1.106  (-0.125

KM -0.00¢ -0.01¢ -0.02¢ -0.02% 0.01% 0.00¢4 -0.02¢ 0.01% -0.02¢ -0.03( -0.00¢ -0.001 -0.02¢
(-0.505 (-0.802 (-1.340 (-0.901  (0.676  (0.142 (-1.093  (0.448 (-1.179 (-1.180 (-0.356  (-0.027  (-1.108

GM 0.00( 0.00( 0.00( 0.00(C 0.00( 0.00( 0.00( 0.00( 0.00( 0.00( 0.00( 0.00( 0.00(
(0.000 (0.000 (0.000 (0.000 (0.000 (0.000  (0.000 (0.000 (0.000 (0.000  (0.000 (0.000 (0.000

ASV 0.00( 0.00( 0.00( 0.00( 0.00( 0.00( 0.00( 0.00( 0.00( 0.00( 0.00( 0.00( 0.00(
(0.000 (0.000 (0.000 (0.000 (0.000 (0.000  (0.000 (0.000 (0.000 (0.000  (0.000 (0.000 (0.000

RA -0.00¢ -0.07¢ -0.04¢ 0.04¢ -0.03¢ -0.02¢ -0.10¢ -0.01% 0.04: 0.00¢4 -0.05¢ -0.01% -0.18
(-0.189 (-1.406 (-0.806  (0.752°  (-0.752 (-0.3t7) (-1.591 (-0.172 (0.686  (0.059 (-0.867 (-0.174  (-3.292

FAC1_1 0.18¢ 0.12¢ 0.14¢ -0.132 0.07¢ 0.15¢ 0.18] 0.07: -0.08¢ 0.11z 0.29¢ 0.08¢ 0.39¢
(1.721*  (1.103 (1.175 (-0.901 (0.710 (1.068  (1.198 (0473  (-0.615 (0.751 (1.96™* (0.570  (3.114*

FAC2_1 0.00z 0.021 0.12: 0.00¢ -0.02( -0.12¢ 0.127 -0.27( -0.02% 0.10(¢ 0.07¢ -0.131 -0.064
(0.027 (0.205 (1.125 (0.068  (-0.208 (-0.976  (0.911  (-1.990 (-0.177 (0.755  (0.557 (-0.962  (-0.573

FAC3_1 0.14: 0.12¢ 0.25¢ -0.02] 0.06 0.10¢ 0.12¢ 0.01: 0.03¢ 0.03¢ 0.14¢ -0.16¢ 0.45¢
(1.430 (1.167 (2.242* (-0.157  (0.675  (0.798  (0.903 (0.091 (0.293  (0.261  (1.044  (-1.143 (3.908**

FAC4_1 -0.09¢ 0.25( 0.031 0.00( -0.07¢ 0.09z 0.087 -0.14: -0.121 -0.05¢ 0.00¢4 0.03¢ 0.10z
(-1.213* (2.86™*  (0.331  (-0.003 (-0.928 (0.828  (0.765  (-1.237  (-1.147 (-0.487 (0.037 (0.337 (1.065

FAC5_1 -0.15¢ 0.03( -0.08¢ -0.01% -0.071 -0.052 0.01; 0.02¢ 0.11¢ 0.01¢ -0.08( 0.101 -0.10¢
(-1.949* (0.349  (-0.904 (-0.106  (-0.892 (-0.472  (0.153 (0.217 (1.127  (0.127 (-0.703  (0.874  (-1.108
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Variables

Risk Management strategies

FAL_1 FA2_1 FA3_1 SPDSL FERGOV___ FDMCUL INTC COOP STPR BRW FMOFF SELAST SPDISPT

ERRN -0.04¢ -0.03% 0.08¢ 0.22¢ 0.07: 0.01¢ 0.23¢ -0.16¢ -0.02( 0.04: 0.081 0.15¢ 0.00¢
(-0.713 (-0.480 (1.197* (2.741* (1.201  (0.211 (2.771* (-1.924 (-0.244 (0.491  (0.935 (1.799*  (0.127'

FLST 0.011 -0.057 -0.11( 0.05¢ 0.091 0.07( 0.10(¢ 0.001 -0.00z -0.057 0.08( 0.06 0.07¢
(0.179  (-0.894 (-1.613  (0.717 (1.549  (0.865  (1.195 (0.013  (-0.023 (-0.697 (0.963*  (0.787 (1.112

FROBK 0.14: -0.16¢ -0.07¢ 0.02¢ 0.12¢ -0.027 -0.03¢ 0.00¢ 0.29¢ -0.06z -0.321 0.021 -0.38¢

(1.261  (-1.385 (-0.575  (0.167 (1.125 (-0.171 (-0.214  (0.058 (27 (-0.396 (- (0.130 (-

DRT 0.021 0.02¢ 0.04( -0.00z -0.031 0.00: -0.137 0.00¢ -0.12z -0.02( 0.02¢ -0.09¢ 0.07¢

(0.251  (0.276C (0.412 (-0.017 (-0.372 (0.025 (-1.159  (0.032° (-1.113 (-0.175 (0.208  (-0.784 0.76:

INSLAB 0.23¢ 0.11¢ 0.057 0.031 0.27¢ 0.13¢ -0.20( 0.07¢ -0.23¢ 0.00¢ -0.04¢ 0.03¢ 0.33(
(2.356*  (1.082 (0.503 (0.232 (2.84™* (0.986 (-1.439  (0.558 (-1.850 (0.066 (-0.345  (0.232 (2.83***

LCKWA 0.057 -0.16( 0.09¢ 0.172 0.031 -0.07¢ 0.19¢ 0.00z 0.00¢ -0.01¢ -0.06¢ -0.02 -0.22¢
(0.682 (-1.796  (1.036 (1.528 (0.448 (-0.696 (1.675* (0.014 (0.059 (-0.126 (-0.551  (-0.230 (-2.315*

MKFL -0.09¢ 0.05z2 0.01¢ 0.02¢ 0.13¢ 0.01¢ -0.06( -0.12¢ 0.14¢ 0.132 -0.101 0.02¢ -0.16¢
(-1.246  (0.616 (0.164 (0.259 (1.785* (0.126  (-0.546  (-1.146 (1.454* (1.209 (-0.917 (0.262  (-1.774

DIS -0.12¢ -0.12( -0.01¢ 0.03% -0.07¢ -0.01; 0.01¢ -0.0<7 0.07: 0.111 -0.01( 0.011 -0.062
(- (-1.784* (-0.224  (0.381  (-1.195 (-0.197 (0.202  (-1.093  (0.898  (1.283 (-0.116  (0.122°  (-0.838

CGPOL 0.01¢ 0.03¢ 0.01: -0.01¢ -0.03z 0.02( -0.03¢ -0.091] 0.11¢ 0.07¢ 0.067 0.12( 0.10:
(0.244 (0.492) (0.164 (-0.194 (-0.482 (0.222 (-0.349 (-0.962  (1.318 (0.803  (0.714 (1.263 (1.313

FER 0.08¢ 0.22¢ -0.157 -0.14¢ 0.33¢ -0.03z 0.06¢ 0.14¢ 0.24¢ -0.192 -0.221 0.04¢ -0.072
(0.92*** (2343 (-1.543 (-1.220 (3.81*** (-0.263  (0.546 (1.164 (2.106** (-1.549 (-1.764 (0.363  (-0.684

R 0.36 0.27 017 014 0.45 0.1¢€ 0.21 017 0.1¢€ 0.1C 01°F 0.11 0.41

The asterisks (***, ** and *) represents statistisanificance at 1%, 5% and 10% probability leyetspectively.

Figures in parenthesis are the t-values.
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House type (HT=1) has a positive statistically gigant relationship with membership of
cooperative society (COOP) atb (P<0.05) level and a negative statistically digant
relationship with borrowing (BRW) at 20 (P<0.1) levels. Intercroppers who have modern
houses are likely to be wealthy and thus borrowigerceived as a less relevant risk

management strategy.

FAC1 1 “rainfall” factor has a positive statistiyalsignificant relationship with FA1 1
“personal and government policy” factor, family man working off-farm (FMOFF) and
spreading for diseases and pests (SPDISPT) %t (<0.1), 86 (P<0.05) and 1% (P<0.1)
levels, respectively. Storage programme, planexgenditureadashe(rotation savings) and
having crop insurance are components of the “pailsamd government policy” factor which
the intercroppers perceived as an important managestrategy to combat the risk source

“rainfall” factor.

FAC4 1 “inadequate labour” factor has a negatiatistcally significant relationship with
FA1_1 “personal and government policy” factor at%d((P<0.1) level. The negative
relationship implies that income froadasheis used to pay for labour in good times before
the peak labour demand periods. Farmers store ffaociuce that they later sell to pay for
labour, and thus they perceived inadequate labsar l@ss important management strategy.
FAC4 1 “inadequate labour” factor has a positivatistically significant relationship with
FA2_1 “capacity building” factor at% (P<0.1) level. The positive relationship arifesn

the fact that training and education includes kmaulge about farm management and
planning, thus farmers are able to plan how tasetilabour efficiently. In addition, income

from investing off-farm helps farmers to pay fobdar.

The FACS5_1 “uncertainties” factor has a negatiaistically significant relationship with

FA1_1 “personal and government policy” factor abd@P<0.1) level. The “uncertainties”

factor comprises price fluctuation and change imalic conditions variables. Storage
programme, which is a component of “personal aneegonent policy” factor, serves as a
means of balancing the effect of price fluctuatitmys the intercroppers perceived the
“uncertainties” factor as a less important managersgategy. Having crop insurance is also
a component of the “personal and government polfagtor which is used to combat the

effect of changes in climatic conditions.
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Erratic rainfall (ERRN) has a positive statistigakignificant relationship with FA3 1
“planning” factor (P<0.1), spreading sales (P<0.08drcropping (P<0.05) and selling of
assets (P<0.05). Intercroppers who perceive emaitifall as a source of risk see “planning”
factor (faith, planning expenditure and reducedscomption), spreading sales, intercropping
and selling of assets as important managemenegiest Erratic rainfall is associated with
climate change. The effect of erratic rainfall ¢ereduced by intercropping which helps to
improve soil fertility, thus reducing the effect efosion on the soil. In cases where erratic
rainfall leads to poor harvest or crop failure,nfars sell assets to purchase food for the
family and/or reduce their consumption, and alseehi@ith in God. There was a positive
statistically significant relationship between laad work animals (LCKWA) and
intercropping (INTC) at 1% (P<0.1) level. This means that the intercropfsgmer
perceives intercropping as an important risk mameye strategy to combat lack of work
animals as a source of risk. Probably becausthallweeding done on intercrop farms is
done manually without the use of animal tractionlydand preparation is done using work

animals.

Market failure (MKFL) has a positive statisticalsignificant relationship with fertiliser
provision by government/self (FERGOV) and storagegmmmme (STRPR), both at¥%
(P<0.05) level. This implies that the more thesiotopper perceives market failure as a
source of risk, the more the farmer sees fertilgevision by government/self and storage
programme as an important management strategytiligégr unavailability (FER) has a
positive statistically significant relationship WiFA1_1 “personal and government policy”
factor, fertiliser provision by government/self (REOV) and storage programme (STRPR)
at 1% (P<0.01), 3 (P<0.05) and % (P<0.05) levels, respectively. Gathering market
information is one of the variables that constittpersonal and government policy”.
Fertilisers provided by government are subsidised #us farmers perceived this as an

important risk management strategy.

In comparison, it is meaningful to know that FAC1“dbcial factor” has a statistically
significant relationship with FA1_1 “production ategies” for both monocroppers and
intercroppers. Also, FER (fertiliser unavailalyijihas a statistically significant relationship
with FERGOV (fertiliser provision by government®elor both mono and intercroppers.

This implies that “production strategies” and FERGQO(fertiliser provision by
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government/self) are important risk managementtegiras to the farmers. For the

monocroppers there was a statistically significeglationship between risk aversion and
FA3 1 “extra income,fadama cultivation (FDMCUL) and membership of cooperative
society (COOP). Extra incom&gdamacultivation and membership of cooperative society
are ways by which monocroppers can cope with riBkr the intercroppers, there were no
such relationships.

For the regression results, it is important to rtbte some of the Rvalues (the coefficients
of determination) were low, probably because imgdrtvariables were not captured and/or
because farmers’ perceptions on risk are persamhlary between individuals. The second
alternative is in agreement with the findings of iM&ssenet al. (2001) and Wilsoret al.
(1993). The linear regression models assumedhianhalysis might have also affected the

R? values. Perhaps if other functional forms wermedushe Rvalues could have been higher.

The next section presents the factors affecting dheice of cropping pattern for the

monocroppers and intercroppers.

5.5 Factors influencing the choice of cropping systems by mono and

intercrop farmers

The third objective of this study is to investigdtee factors that influence the choice of
cropping system in the study area. Farming is@atam with risk, such as production/yield
risk, price risk, institutional risk, financial ksand personal risk (Drollette, 2009; Schaffnit-
Chatterjee, 2010). A relatively greater percentafjefarmers in Kebbi State practice
intercropping, thus utilizing diversification (KARR) 2009). The question is, what factors
influence the choice of cropping system in the gtacea? The factors that are thought to
influence the choice of cropping systems in thelgtarea are: farming experience, asset

value, risk aversion, size of farm land and langrddation.

Table 5.14 below shows the result of the logit @sgion. The variables were subjected to a
multicollinearity test. The result from the coa®bn matrix shows that there is no
correlation between the regressors (see appendixAll)the correlation coefficients were
less than 0.3. The VIF is less than or equal @9,Icondition number is less than 2.2 and the
condition index is less than 1.50, also indicatthg absence of multicollinearity in the
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variables used for the logit regression. The mted efficacy of the logistic model shows
that 188 out of the 256 farmers (73%%were correctly predicted.

Table 5.14 Result of Logit regression (dependent xiable farm type) for respondents
Kebbi State, January, 2012

Chi-
o Standard Probability
Regressors Coefficient square
error level
Beta=0
Intercept 1.4829*** 0.5271 7.92 0.005
Farming experience (Years) -4.19E-02*** 0.0159 6.88 0.009
Asset value (Naira) -1.06E-05***  2.32E-06 20.72 @mo
Risk aversion (Risk aversion
o 0.4901*** 0.1538 10.18 0.001
coefficients)
Size of farm land (Hectares) 0.1414 0.1834 0.59 4D.4
Land degradation (Yes or no) 0.5049* 0.3025 2.79 099.
R* (Mcfadden) 0.19
Percent correctly classified 73.44%

The asterisks (*** and *) represents statisticgingiicance at 1% and 10% probability levels,

respectively

Four variables (farming experience, asset vals aversion and land degradation) out of
the five variables considered in this study wegnidicant in influencing the probability of
farmers practicing intercropping (reference gro(igble 5.14 above). Farming experience
has a negative influence and reduces the probabflitarmers practising intercropping. This
is in line with thea priori expectation. Farmers with more farming experieace more

likely to cope with the risk associated with morapping; on the other hand, farmers with
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fewer years of faming experience may not be williogtake the risk of monocropping,
probably because they are not familiar with changetimate and seasonal price variations.

Asset value has a negative influence and reducesptbbability of farmers practising
intercropping. This confirms the negative sigrited hypothesis of asset value. Farmers with
higher asset values are likely to manage the gslo@ated with monocropping better than
farmers with lower asset values. Monocropping ireguadequate application of fertilisers
and agrochemicals (pesticides, herbicides) for ggaEds (lyegha, 2000). Besides,
monocropping can be associated with total cropifailn a bad year. Only farmers with high
asset values can cope with or manage crop failkoequate fertiliser and agrochemical

application.

The coefficient of risk aversion is positive as ogesized. Risk aversion enhances the
practicing of intercropping. Diversification ingHorm of intercropping is a risk management
strategy for intercrop farmers. Intercropping regki risk from natural catastrophe and
facilitates better disease control and better disevailable labour (Beuerlien, 2001). Palitza
(2010) has pointed out that the negative conse@seoicclimate change can be mitigated by

increasing crop diversity, which can be used to lzaintotal crop failure.

The expected sign of the coefficient of size ofrfdand is hypothesized to be negative,
implying that size of farm land reduces the proligbof farmers practising intercropping.

Large sizes of farm lands are suitable for mongairggp and this encourages mechanization
and gives higher total yields (Nelson, 2006, Mm@009). The result from the study reveals
that size of farm land has a positive non-signiftdafluence and enhances the probability of
farmers practising intercropping, which, howevercontrary to expectation. The probable
reason for this is that farmers may prefer to psadntercropping even on large sizes of farm
land as a means of diversification to guard agdotat crop and market failure in a bad year.
Morteover, intercrop farmers can maintain low bétem adequate and relatively steady

production.

Land degradation has a positive influence and erdggathe probability of farmers practising
intercropping, which is in conformity with the hyjpesized sign. Land degradation is the
reduction of the economic productivity of arablendaowing to soil erosion and

desertification (Eswaran, Lal, and Reich 2001; Gadcand @ygard, 2007). Farmers whose
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farm lands are degraded are more likely to praatis¥cropping as a means of replenishing
the soil nutrients through planting of leguminousps which are often intercropped with

cereal crops.

The findings reveal that farmers practise interpiog@ because they are risk averse, they have
low farming experience, low asset value and degfrdden lands. Intercropping as a means
of diversification reduces risk in farming: intespping system is less susceptible to pests
and diseases, and some of the crop combinatiorts asg millet, are drought tolerant and
can grow in soils with low fertility. Accordinglythis system is suitable for the farmers who
have low asset values and cannot afford to prantiseocropping because of disadvantages
associated with it. Also, the intercropping systisngood for degraded soil as the legumes
that are used in crop combinations fix nitrogethi@ soil which enhances soil fertility, hence
the system requires less fertiliser when compavdtlé monocropping system. Based on the
risk aversion of the farmers, nature of soils awl &sset values of the farmers, intercropping

seems to have the potential for improving crop potidn in the study area.

5.6 Conclusions

The objectives of this chapter were to determireertbk attitude of farmers, the sources of
risk and management strategies and the dimensidheo$ources of risk and management
strategies. In addition, the relationships betwesnattitude, farmers’ explanatory variables,
risk sources and risk management strategies wghdigiited. Furthermore, the factors that

influence the choice of cropping systems were itigated.

The results of the risk attitudes of the farmereat that 926 and 744 of the intercroppers
and monocroppers are risk averse, respectivelyereTlis a statistically significant difference
between the risk averseness of the monocroppersnégrdroppers. This implies that the
intercroppers were statistically more risk avetsgnttheir counterpart monocroppers. The
results of the determination of the sources of fakboth monocroppers and intercroppers
reveal that diseases, erratic rainfall, changegirernment and agricultural policy, and price
fluctuations are the 5 most important sources sK.riThe variables rainfall, difficulties in
finding labour, theft, market failure, price fluetion and family relationships were

statistically significantly different between momop and intercrop farmers.
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The main findings from the factor analysis for sms of risk for the monocroppers and
intercroppers is that the factors “social”, “raififaand “uncertainties” are common to both
monocrop and intercrop farmers. Since farmersatdave control over the rainfall factor as
a source of risk, there igyter alia, a need to have an effective agricultural insueascheme

in place for the farmers in Kebbi State.

Regression analyses were carried out in orderwestigate the relationships between risk
attitude and farmers’ characteristics, sourcesssf and risk management strategies for the
monocroppers and intercroppers. The results staw the variables flood/storm, “extra
income” factor, fertiliser provision by governmesdh, training and educatiorfadama
cultivation andadashestatistically relate positively with monocrop fagrs’ risk attitudes.
For the intercroppers, “rainfall” factor, “diffictiés” factor, fire outbreak, market failure and
spraying for diseases and pests statistically eelatrisk attitude. None of the potential
explanatory variables is statistically related isk rattitudes for both monocroppers and

intercroppers (Table 5.8 above and 5.9 above).

Regression was also conducted to explore the oakttip between sources of risk and
farmers’ characteristics, risk attitude, and risanagement strategies, for the monocroppers
and intercroppers. The results reveals that theocroppers identified the social factor and
the rainfall factor as the most important sourdesstt, while the intercroppers perceived the
rainfall factor and difficulties as the most impont sources of risk. It is meaningful to know
that rainfall factor is one of the most importantces of risk for both groups of farmers.
For the intercroppergadamacultivation has an inverse statistically significaalationship
with changes in government policy (CGPOL) and latkvork animals (LCKWA). This
implies that the intercroppers perceive these faas less important sources of risk. Hence,
fadamacultivation is an important way of mitigating risk:here was no such relationship for

the monocroppers.

In order to determine the relationships betweek msmnagement strategies and farmers’
characteristics, risk attitude, and sources of fmkthe monocroppers and intercroppers,
regression analyses were carried out. The reshlbsv that for both monocroppers and
intercroppers, the common variables that are #tally significant are, faith, storage
programme, market information and household headking off-farm. The result suggests

that the storage programme and market informatep farmers to obtain better prices for
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their farm produce since agricultural produce isoasted with seasonal price variations.
Household head working off-farm suggests that sswdle farmers have limited resources
and so there is need to supplement farm income evitra income in order to meet family

needs.

A logit regression was conducted to determine thetofs that influence the choice of
cropping systems by the monocroppers and interemsppThe findings reveal that farming
experience, asset value, risk aversion and landadation influence the choice of cropping

systems in the study area.
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CHAPTER 6
TECHNICAL AND COST EFFICIENCY OF MONOCROP AND INTER CROP
FARMERS IN KEBBI STATE

Introduction

The objective of Chapter 6 is to investigate theele of efficiency with which the farmers

use their production inputs to produce their cropbe relationships between the efficiency
scores and characteristics of the farmers wereoeegblso as to have a better understanding of
the characteristics associated with higher levélgficiency. Comparison between the

technical and cost efficiency of the monocroppingl dhe intercropping system is also
discussed in order to ascertain which croppingesysis the better and whether the
technologies have equal efficiency. As mentionedChapter 4, the Principal Component
extracted from the original variables that weredtigsized to influence technical efficiency
was used as the explanatory or environmental Mariabor the cost efficiency, the original

variable hypothesized to influence cost efficienggre used. For the purpose of the
Metatechnology Ratio (MTR) analysis, the technieald cost efficiency scores were

estimated using the DEA model in DEAP (Data Envelept Programme) version 2.1 and
the outputs used were converted to farm incomencelehe average efficiency scores for the
bias-corrected technical efficiency and cost efficly vary from the values obtained for the
MTR analysis.

6.1 Technical efficiency and the factors influencing technical inefficiency of

the monocrop and intercrop farmers in the study area

Technical efficiency of the monocrop and intercfapners was analysed in order to discern
the level to which farmers maximise output fromutgavailable to them. This analysis also
allowed an investigation of the explanatory vamgbthat influence technical efficiency in

order to have a better understanding of the cheniatits associated with higher levels of
efficiency.

6.1.1 Technical efficiency of millet/cowpea farmers in Kbbi State

Figure 6.1 below shows the results of the technefitiency analysis of millet/cowpea
farmers in the study area.
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Figure 6.1 Cumulative probability distribution of t he bias-corrected technical efficiency

scores of the millet/cowpea farmers in Kebbi Statelanuary 2012

The bias-corrected technical efficiency scoreshefmillet/cowpea farmers range from 0.31
to 1. The average technical efficiency score i$0.®n average, farmers can expand their
output by 16.286 (((1/0.86) -1)*10@%) if the farmers were to attain technical efficgrof
one. This implies that the farmers can increasé thutput by 166 by using the existing

inputs better.

The result of the average bias-corrected techeit@iency score is similar to those obtained
by Wilsonet al (2001), Yusuf and Malomo (2007) and Olson and2@09). Millet/cowpea
farmers with minimum bias-corrected technical éfcy scores of 0.31 can expand their
output by 2236 (((1/0.31) -1)* 100%) for the farmers to attain a technical efficiermfyone.
This shows that there is huge scope for the nulbeipea farmers to increase their

production, given the inputs available to them.

About 3% of the millet/cowpea farmers have bias-corretéetinical efficiency scores of 1,
which implies that only 3% of the farmers are operating on the productiontfer and may
be said to be technically efficient. The remain®tfo of the farmers are technically

inefficient.
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6.1.1.1Determinants of technical inefficiency of millet/cavpea farmers in the study area

The summary of Eigen values of principal componéat&entify the number of principal
components to include in the analysis of the factafluencing technical inefficiency of
millet/cowpea farmers is presentedliable 6.1 below. The results reveal that 6 ouhefl6
principal components have Eigen values greater thamhe 6 principal components explain
67.11% of the variation in the explanatory variablesluded in the principal components.
The 6 components were used in the truncated reagreasalysis. The summary of the factor

loadings is presented in Appendix E.

Table 6.1 Eigen values of principal components fanclusion in the truncated regression
analysis of the factors influencing technical inef€iency of millet/cowpea farmers in
Kebbi State, January 2012

Principal Eigenvalue Individual percent  Cumulative percent
1 2.54 15.87 15.87

2 2.52 15.75 31.62
3 1.49 9.32 40.94
4 1.48 9.22 50.16
5 1.34 8.29 58.46
6 1.39 8.65 67.11
7 0.99 6.24 73.36
8 0.84 5.19 78.54
9 0.76 4.76 83.30
10 0.63 3.93 87.23
11 0.51 3.18 90.41
12 0.46 2.89 93.30
13 0.36 2.28 95.58
14 0.29 1.80 97.38
15 0.22 1.37 98.75
16 0.19 1.25 100.00

The results from truncated regression analysisheflias-corrected technical inefficiency

scores on the 6 principal components with Eigemesligreater than 1 is presented in Table
6.2 below. The results reveal that the variatiorthie bias-corrected technical inefficiency

scores of the millet/cowpea farmers is explained 3owtatistically significant principal

components.
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Table 6.2 Truncated regression results of the biaserrected technical inefficiency scores
on the six principal components (ZPC1 to ZPC6) wittEigen values greater than one,
Kebbi State, January, 2012

Variables Coefficients Standard error z-statistic FPobability (z)
Intercept -0.886 0.159 -5.550 6.825
ZPC1 -0.044 0.183 -0.241 0.810
ZPC2 -0.364** 0.149 -2.433 0.018
ZPC3 -0.116 0.155 -0.747 0.458
ZPC4 -0.039 0.207 -0.193 0.848
ZPC5 0.358* 0.193 1.849 0.069
ZPC6 0.263* 0.153 1.714 0.091

** and * represent statistical significance at 58 d 0% probability levels, respectively.

Table 6.3 below show the results obtained fromrégeession analysis of the bias-corrected
technical inefficiency scores on the respondenisiracteristics that were hypothesized to
influence technical efficiency of the millet/cowp&amers. The dependent variable in the
regression is the inefficiency index, i.e. the peacal of the technical efficiency score; hence,
a negative sign of any of the coefficients meas the variable has a positive influence on

the technical efficiency level of the millet/cowpieamer.

The personal characteristics of the respondents, agd experience have statistically
significant positive relationship with the techrie#ficiency of the millet/cowpea farmers as
expected; contrary to anpriori expectation, education has a statistically sigaift negative
association with technical efficiency of the respemts. Specifically, there is a positive
statistically significant relationship between agel technical efficiency (P<0.05). The result
is in line with the findings of Msuyat al (2008) and Amos (2007). Farmers’ experience
increases with age and resource endowment, heecéntheases in efficiency. In other
words, older farmers are expected to be more expezd, which ultimately aids decision-
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making related to farming enterprise, thus resgltmhigher efficiency. The result obtained
for this study is not in agreement with the findingf Ajibefunet al (2004), Ogundele,
(2003) and Guekt al (2009) who reported that age has a negativeaekdtip with technical
efficiency. The researchers argued that the add@armer is, the less physical efforts the

farmers put into farming.

Contrary to expectation, education has a negatatsscally significant relationship with
technical efficiency (P<0.01). The result is catent with the results reported by Ogundari
and Ojo (2007) and Koet al (2011). The probable reason for the inversetioglghip
between education and technical efficiency is ttiet educated millet/cowpea farmers
consider farming as a secondary occupation anchep do not give proper attention to

farming.

Farming experience has a positive statisticallynificant association with technical
efficiency (P<0.01). This result is as hypothedis@he greater the farming experience, the
more technically efficient the farmer is, becauserotime the farmer has acquired farm
management and agronomic skills which enhance teahefficiency. This result is in
consonance with the findings of Ogunniyi and Ojadok2012), Ogiset al (2012) and Gul

et al (2009).
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Table 6.3 Results from the truncated regression dhe bias-corrected technical
inefficiency scores on its determinants for the migt/cowpea farmers, Kebbi State,
January, 2012

Variable Variable description Coeff' Std z-stat Prob
error (2)

Personal

characteristics

Age Age of household head, years -0.155** 0.068 -2.267 0.028

Education Education of the household head in yefsshooling 0.302**  0.095 3.162 0.003

Farming Farming experience of household head in years -0.176** 0.066 -2.663 0.011

experience

Risk attitude Risk aversion coefficients -0.086 0.074  -1.157 0.253

Household size  Number of individuals living undee same roof and eating-0.082 0.051 -1.597 0.117
from the same pot with the household head

Wealth

generation

Credit Dummy: 1 if the household head benefittednfriinancial 0.245** 0.109 2.2475 0.029
institution or O if otherwise

House type Dummy: 1 if the farmer has a modern @oaisd O if 0.099* 0.053 1.879 0.066
otherwise

Asset value The amount of assets (e.g. house, txeytle etc) valued 0.100* 0.057 1.771 0.083
in naira

Traction Dummy: 1 if the household head use aninzaition or 0 if 0.086 0.052 1.662 0.103
otherwise

Natural

resource

Land Dummy: 1 if the farmers land is fragmented into entitan -0.068 0.063 -1.085 0.283

fragmentation  two plots or O if otherwise

Land Dummy: 1 if the farmer perceives his soil fertility low -0.041 0.041 -1.019 0.313

degradation and eroded or O if otherwise

Fadama Dummy 1 if the household head is involved fadama -0.082* 0.048 -1.732 0.09
cultivation or 0 if otherwise

Social capital

Cooperative Dummy: 1 if the household head belon@rg farmers -0.070* 0.036 -1.938 0.059
organisation or 0 if otherwise

Human

capital

Extension Dummy: 1 if the farmer had a contact vath extension -0.243** 0.109 -2.211  0.032
agent, 0 if otherwise

Other

characteristics

Kilometre Distance travelled by the farmer from seuo farm 0.026 0.045 0.575 0.568

Market Dummy: 1 if the farmer has access to marketO if 0.069 0.115 0.602 0.55

otherwise

Note' The dependent variable is the inefficiency indes,the reciprocal of the technical efficiency (T&pre; hence a
negative sign of the coefficients means that thieabike has a positive influence on the TE levethaf millet/cowpea farmer.
* % and * represents statistical significance B6, 5% and 10% probability levels, respectively.
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Credit, house type and asset values have a negddtistically significant association with
technical efficiency of the millet/cowpea farmer3hese variables are grouped as wealth
generation characteristics. Agricultural credi laanegative statistically significant effect on
technical efficiency of the millet/cowpea farmeB<(Q.05). The result is opposite to the
priori expectation. This result implies that access dacaltural credit decreases the
technical efficiency of the farmers. A similar uésvas reported by Baruwa and Oke (2012).
The probable reason is that the farmers divertctiedit for other purposes (for example,
marrying more wives, funeral ceremonies or namiggimonies, or for investment off-farm
(Mejeha, 2005; Nwosat al, 2010; Oboh and Ekpebu, 2011; Baruwa and Oke?)201

House type and asset value have an inverse stalfigtsignificant relationship with technical
efficiency (P<0.1). This result is not as expectethe probable reason for the negative
relationship between house type and technicalieffay is that millet/cowpea farmers with
modern houses that are thought to be wealthy andoddnvest their resources into the
farming enterprise because of the risk in farmingnce resulting in low efficiency. The
most likely reason why asset value has an invessecaation with technical efficiency is that

farmers with more assets tend to invest in off-fluminesses.

The results suggest that the farmers who are thidogbe wealthy in the study area do not
invest much of their resources in farming, hena@rtivealth has negative influence on their

efficiency. These farmers are likely to be techltjcless efficient.

Among the natural resource capital, land degradafimgmentation anéadamaelements,
only fadamahas a statistically significant relationship witmettechnical efficiency of the
millet/cowpea farmers. Access tadamahas a positive statistically significant relatioimsh
with technical efficiency (P<0.1). This is in lingth the hypothesis of accessfamamaand
technical efficiency for this studyi-Fadamacultivation is a form of enterprise diversification
which allows farmers to generate extra income tw@t be used to finance other farm

enterprises, such as the millet/cowpea, thus impgofarm efficiency.

Social capital (cooperative) has a positive siatilyy significant relationship with technical

efficiency, as hypothesized: membership of a caaper society has a positive statistically

significant relationship with technical efficiend$?<0.1). Membership of a cooperative

society gives farmers better access to loans (@ndhEkpebu, 2011), to farm inputs, and to
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farm management training on how to improve agroworpiactices, thus improving

efficiency. Similar results were reported by Obetral (2010) and Nyagaket al (2010).

Access to agricultural extension as a human capiakelopment variable has a positive
statistically significant influence on technicafieiency (P<0.05). The positive relationship
between access to agricultural extension and tegheificiency is in accordance with the
initial hypothesis. The result is similar to rasuleported by Kamruzzaman and Hedayetul
Islam (2008), Soliget al. (2009), Nyagakat al. (2010) and Akinbodet al (2011). Farmers
who have access to agricultural extension acquateebskills and knowledge over time from
the extension agents. The skills help them to awgron their farm management practices
that can enhance efficiency.

The millet/cowpea farmers are relatively efficierdlithough there is opportunity for
improving efficiency. Personal characteristicse(agnd farming experience) were found to
have a positive statistically significant relatibns with technical efficiency. Wealth
generation characteristics (credit, house type @sgkt value) have an inverse association
with technical efficiency. The result implies thiae farmers who are thought to be wealthy
in the study area do not invest much in agricultpre®bably because of the risk involved
agriculture. Social and human capital developn{enbperative societies and extension)
have direct relationships with the technical eéfi@y of the millet/cowpea farmers. Policies

to improve extension services and cooperative sesishould be enhanced.

6.1.2 Technical efficiency of the sorghum/cowpea farmers in the study area

The technical efficiency results for the sorghum/pea farmers in Kebbi State are shown in
Figure 6.2 below. The minimum and maximum biag@ced technical efficiency score is
0.31 and 1 respectively.
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Figure 6.2 Cumulative probability distribution of t he bias-corrected technical efficiency

scores of the sorghum/cowpea farmers in Kebbi Statdanuary 2012

The average bias-corrected technical efficiencyrescs 0.79. About 2% of the
sorghum/cowpea farmers have bias-corrected tedhefiteiency scores of 1. This implies
that only about 2% of the sorghum/cowpea farmers are technicalligiefit and are said to
be operating on the production frontier. The remmg 73% have bias-corrected technical
efficiency scores less than 1, thus they are tealgi inefficient, and could increase
production with current input and technology set.

On average, the farmers’ output could be expande@7%6 (((1/0.79) -1)* 1006) if the
farmers were to increase their technical efficiescgre to 1. The farmers with minimum
efficiency scores of 0.31 could expand their outpyt223% (((1/0.31) -1)* 100%) if the
farmers were to increase their technical efficielemel to 1. Thus, there is scope to increase
technical efficiency levels of the sorghum/cowpaanfers, and hence their ability to increase

output levels.
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6.1.2.1Determinants of the technical inefficiency of sorgam/cowpea farmers in Kebbi
State

None of the variables included in the model hawtagistically significant influence on the
technical efficiency of the sorghum/cowpea farmeti@wever, it is important to note that the
fact that the variables were not significant doesmean that the variables are not important.
It only means that the variables could not adedya&teplain the variation in the efficiency
levels of the sorghum/cowpea farmers. This implied there is inadequate knowledge on
the factors that influence technical efficiencyhefefore, there is a need to investigate other

dynamics that influence technical efficiency.

6.1.3 Technical efficiency of sorghum farmers in Kebbi State

The bias-corrected technical efficiency scoreshef sorghum farmers range from 0.251to

as revealed in Figure 6.3 below.
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Figure 6.3 Cumulative probability distribution of t he bias-corrected technical efficiency

scores of the sorghum farmers in Kebbi State, Janug 2012

The average bias-corrected technical efficiencyes®0.75. On average, the farmers could
expand output by 3 (((1/0.75) -1)* 100%0) if they were to increase their efficiency letel
1. About 126 of the sorghum farmers attained technical efficiescores of 1 and they are
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said to be technically efficient. A farmer withmthum bias-corrected technical efficiency
score could expand output by 3@0(((1/0.25)-1)*10@%) if he or she were to increase
technical efficiency score by 1. This implies thlaére is abundant scope to increase the

technical efficiency levels of the sorghum farmevkich will lead to increased output.

6.1.3.1Determinants of technical inefficiency of sorghumdrmers in Kebbi State

The environmental variables are the ZPCs (Principal components) obtained ftom
principal component regression. The summary of Eigen values of the principal
component of the variables initially hypothesizedirifluence the technical inefficiency of
the sorghum farmers are shown in Table 6.4 beldWwe summary of the factor loadings is
presented in Appendix FSix out of the sixteen principal components havgekivalue
greater than one. The six principal componentdagxp/0.03% of the variation in the
explanatory variables included in the principal pement analysis. The six components

were used in the truncated regression analysis.

Table 6.4 Eigen values of principal components fdnclusion in the truncated regression
analysis of the factors influencing technical inef€iency of sorghum farmers in Kebbi
State, January 2012

Principal Eigen value Individual percent  Cumulative percent
1 2.6¢ 16.8( 16.8(

2 1.91 11.94 28.75
3 1.94 12.09 40.84
4 1.87 11.69 52.53
5 1.36 8.49 61.02
6 1.44 9.01 70.03
7 0.88 5.47 75.50
8 0.82 5.15 80.65
9 0.76 4.75 85.40
10 0.58 3.60 89.00
11 0.52 3.25 92.26
12 0.44 2.77 95.02
13 0.27 1.69 96.72
14 0.23 1.46 98.18
15 0.20 1.28 99.46
16 0.09 0.54 100.00
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Table 6.5 below reveals the results of the truniteggression analysis. The results show that
the variation in the bias-corrected technical ilwéfhcy scores of the sorghum farmers in

Kebbi State is explained by 4 significant principamponents.

Table 6.5 Truncated regression results of the biaserrected technical inefficiency scores
on the six principal components (ZPC1 to ZPC6) wittEigen values greater than one,
Kebbi State, January, 2012

Variable Coefficient Standard error z-statistic Prabability (z)
Intercept -1.052 0.177 -5.950 6.664
ZPC1 -0.066 0.094 -0.703 0.486
ZPC2 0.157 0.139 1.127 0.267
ZPC3 0.172* 0.103 1.681 0.101
ZPC4 0.171* 0.099 1.717 0.094
ZPC5 -0.209* 0.118 -1.774 0.084
ZPC6 0.189** 0.073 2.587 0.014

** and * represent statistical significance at 58 d 0% probability levels, respectively.

Table 6.6 below reveals the results obtained floarégression analysis of the bias-corrected
technical inefficiency scores on the explanatomyaldes that were hypothesized to influence

technical efficiency of the sorghum farmers.

The personal characteristics of the respondents @ducation, risk aversion and household

size) were hypothesized to have positive assoositiwith technical efficiency. All the

variables conform to the priori expectations, except age.

Contrary to expectation, there is an inverse stedity significant relationship between age
and the technical efficiency of the sorghum farm@&s0.01) as shown in Table 6.6 below.
The result is consistent with that reported by éfim and Abdulkari (2004); Ajibefuat al

(2006); Ogundele, (2003) and Otitoju and Arene (B0IThe probable reason for the inverse
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association between age and technical efficiendpas, as the farmer becomes older, the
physical energy he or she puts into the farm desliand furthermore, older farmers are slow
or conservative in the adoption of innovation timght enhance technical efficiency.

There is a positive statistically significant redaship between education and technical
efficiency of the sorghum farmers (P<0.1). Thiassexpected, the more educated the farmer
is, the more the farmer has access to informatnohthe more willing the farmer is to adopt
innovations. Educated farmers are also betteeimg of planning and managerial skills,
hence they are more efficient. The result is imeament with the findings of various
researchers who also reported positive relatipsshietween education and technical
efficiency (Abdulai and Eberlin 2001; Adeoti, 20020¢liset al, 2009; Kyeiet al, 2011;
Ogisiet al, 2012 and Jordaan, 2012).

As expected, there is a positive significant relaship between risk attitude and technical
efficiency (P<0.05). This result is in agreemeithwhe findings of Dhunganet al (2004).

Risk-averse farmers are more likely to be techhiaficient, which, according to Dhungana
et al (2004), could be attributed to their tendencyltocate resources under their discretion
more optimally. The risk-averse farmers are mameful in the use of their resources and
they tend to avoid risk by choosing the correcuinpTechnical efficiency may be related to

farmers’ perceptions of production uncertainty (Dhanaet al, 2004).
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Table 6.6 Results from the truncated regression dhe bias-corrected technical

inefficiency scores on its determinants for the sghum farmers, Kebbi State, January,

2012
Variable Description Std
Coeff z-stat Prob(z)
error

Personal

characteristics

Age Age of household head, years 0.114%** 0.026 4.467 0.001

Education Education of the household head in years of -0.109* 0.061 -1.786 0.086
schooling

Farming experience Farming experience of household head in years 0.05 0.033 1.54 0.136

Risk attitude Risk aversion coefficients -0.055** 0.024 -2.314 0.029
Number of individuals living under the same roof

Household size and eating from the same ;g)ot with the household 0637 0.019 3.233 0.003
heac

Wealth generation

characteristics

Credit Dummy: 1 if the household head benefitted from -0.099** 0.039 -2.47 0.021
financial institution or O if otherwise

House type Dummy: 1 if the farmer has a modern house and-0.104*** 0.024 -4.395 0
0 if otherwise

Asset value The amount of assets (e.g. house, oxen, bicycle 0.060* 0.036 1.691 0.103
etc) valued in naira

Traction Dummy: 1 if the household head use animal -0.005 0.039 -0.139 0.89
traction or O if otherwise

Natural resource

capital

Land fragmentation ~ Dummy: 1 if the farmers land is fragmented into  0.019 0.045 0.439 0.664
more than two plots or 0 if otherwise

Land degradation Dummy: 1 if the farmer perceives his solil fertility 0.149*** 0.055 2.751 0.011
is low and eroded or O if otherwise

Fadama Dummy: 1 if the household head is involved in  -0.086** 0.04 -2.095 0.046
fadamacultivation or O if otherwise

Social capital

Cooperative Dummy: 1 if the household head belong to any 0.03 0.068 0.446 0.659
farmers organisation or 0 if otherwise

Human capital

development

Extension Dummy: 1 if the farmer had a contact with an 0.046* 0.025 1.821 0.081
extension agent, O if otherwise

Other

characteristics

Kilometre Distance travelled by the farmer from house to ~ 0.009 0.041 0.214 0.832
farm

Market Dummy: 1 if the farmer has access to market or 0 -0.062 0.067 -0.919 0.366

if otherwise

The dependent variable is the inefficiency indeg,the reciprocal of the technical efficiency s¢drence a
negative sign of the coefficients means that th&tée has a positive influence on the technichtiehcy level
of the sorghum farmer.

*x % and * represent statistical significance &%, 5% and 10% probability levels, respectively.
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The positive statistically significant relationshipgetween household size and technical
efficiency (P<0.01) is in line with the initial hgghesis. Large household sizes where
members contribute to family labour are likely taprove the technical efficiency of the
farm. The result is consistent with the findingamumber of researchers who have reported
positive associations between household size atuhiial efficiency (Abdulai and Eberlin,
2001; Haji, 2007; Amos, 2007; Douglas, 2008; Magsd2011; Kyeiet al., 2011).

Credit, house type and asset value were groupesleatth generation characteristics and
these variables were hypothesized to have a pesitgociation with the technical efficiency
of the sorghum farmers. The results of the vaesbtredit and house type are as
hypothesized: wealthy farmers are expected to bee rtechnically efficient than the less
wealthy farmers, because the farmers who are thoiagbhe wealthy can afford to apply

inputs at the recommended rates and in good time.

As expected, access to credit has a positive titatlg significant relationship with technical
efficiency (P<0.05). Access to credit enables fasnto purchase adequate farm inputs
timely, thus improving their efficiency. Tanko adagi (2008), Nyagakat al (2010) and
Jordaan (2012) reported similar results.

As hypothesized, there is a positive significatdtrenship between house type and technical
efficiency (P<0.01). Sorghum farmers who have mod®uses are thought to be wealthy
and so they can afford to purchase adequate fgoatsrand pay for labour, thus enhancing

technical efficiency.

Asset value has an indirect association with tioarteal efficiency of the sorghum farmers,
which result is not consistent with the initial logpesis of this study. Asset value has a
statistically significant inverse influence on taatal efficiency (P<0.1). The possible reason
for the inverse relationship between asset valuktachnical efficiency is that farmers who
have higher asset values invest in ventures olfar $orghum production. Hence, the effect
of asset value does not reflect on the technidaliefcy of sorghum enterprise.

There is an inverse relationship between the hucag@ital development variable (access to
agricultural extension) and technical efficiencykQP). This result is not as expected. The

reason for the inverse association could be thae#ttension services are not targeted to the
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right farmers. Another possible reason could la¢ time farmers are not applying the training
they receive from the extension agents, or the dasnack adequate resources to apply the
training properly. Similar result was reportedHgji (2007). This shows that the provision
of extension services without providing the farmerth inputs (such as fertiliser subsidies
and seed) may not yield adequate results. Thuenswn services must be complemented

with the provision of adequate inputs at prices #na affordable to the farmers.

The natural resource capital (and degradationfaddmg were expected to have negative
and positive relationships with technical efficigncespectively. Land degradation has an
inverse significant relationship with technical ie#ncy (P<0.01). This result is as
hypothesised. Land degradation leads to low seitility and accordingly decreases
efficiency. This result is consistent with thedings of Wadud and White (2000).

As hypothesized, the natural resource capfedgmacultivation) has a positive significant
relationship with technical efficiency (P<0.05).arfers who cultivattadamaobtain extra
income fromfadamaenterprise which is used to complement other eniga® (such as

sorghum), hence improving efficiency in sorghumdarction.

6.1.4 Conclusions

In conclusion, both the sorghum/cowpea and milbstfeea farmers were relatively efficient.
Twenty-seven per cent of the sorghum/cowpea farmpesated at the production frontier.
Sorghum farmers were also relatively efficient%d ®f the farmers maximised their inputs to
produce on the production frontier. The resultstfe sorghum/cowpea and millet/cowpea
and sorghum farmers suggest that there is scopexjganding output using the existing
technology The results of the determinants of technical efficy of the sorghum farmers
reveal that personal characteristics (educatisk,aversion and household size) have a direct
relationship with technical efficiency. For thelleticowpea farmers, personal characteristics
(age, education and experience) influence technaeficiency. Wealth generation
characteristics (credit and house type) have atdassociation with technical efficiency of
the sorghum farmers. There is an indirect assooiabetween the wealth generation
characteristics of the farmers, specifically, creouse type and asset value have negative
relationships with technical efficiency. This segts that the millet/cowpea farmers do not

invest much of their wealth in farming. The resduggest that more sorghum farmers invest
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their wealth in agriculture compared to the sorgloawpea farmers. Asset value has an
inverse association with the technical efficiendytloe sorghum farmers. The natural
resource capitafddamacultivation) has positive relationship with tectati efficiency of the

farmers. The natural resource capital (land degiaw) has negative relationship with
technical efficiency of the farmers. The resulpims that an increase in fadama cultivation
will enhance technical efficiency. Policies geatedvards improving wealth generation
characteristics and natural resource capitatigmg should be enhanced. Specifically,
fadamausers should be encouraged by providing them widpation pumps and improved

technology. Deliberate efforts should be madenrujviduals and the State government to

mitigate land degradation by intercropping and raf$tation.

6.1.5 Comparison between the technical efficiency of the monocroppers and

intercroppers metatechnology ratio (MTR), in Kebbi State

The comparison between the metatechnology ratiosthef technical efficiency of
monocroppers and intercroppers was carried outh®mpurpose of comparing the technical
efficiency for the different groups of cropping wms in Kebbi State; the results are

presented in Table 6.7 below.

For metatechnology ratio (MTR), a higher value iepla smaller technology gap between
the group frontier and the metafrontier. A valdel00% is equivalent to a point where the

group frontier is equal to the metafrontier.

The results for the sorghum, sorghum/cowpea, artktroowpea groups show that, on
average, sorghum farmers produce output under tonslithat are more restrictive than the
sorghum and millet/cowpea groups. The average (M®Rsorghum group (0.79) implies
that the sorghum group could at best produc® @ the output that could be produced using
the (unrestricted) metatechnology. The sorghum mrbas 0.79 MTR compared to the
sorghum/cowpea and millet/cowpea groups who hav&#1df 0.87 and 0.89, respectively.
The high value of the MTR for the millet/cowpea gposuggests that the group is closest to
the metafrontier. Sorghum farmers can borrow teldgy from millet/cowpea and/or

sorghum/cowpea group.
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Table 6.7 Data Envelopment Analysis estimates ofdienical efficiency and
metatechnology ratios of the monocroppers and interoppers, Kebbi State, January
2012

Enterprise group Mean SD  Minimum Maximum

Technical efficiency with respect to the (DEA-

h) group frontiers

Sorghum 0.59 0.18 0.27 1
Sorghum/cowpea 0.52 0.17 0.18 1
Millet/cowpea 0.7 0.19 0.31 1

Metatechnology ratio (DEA-MTR)

Sorghum 0.79 0.13 0.55 1
Sorghum/cowpea 0.87 0.08 0.66 1
Millet/cowpea 0.89 0.07 0.66 1

Technical efficiency with respect to the
metafrontier (DEA-MF)

Sorghum 0.46 0.16 0.21 1
Sorghum/cowpea 0.45 0.14 0.15 1
Millet/cowpea 0.62 0.16 0.28 1

DEA-h: Deta Envelopment Analysis for group, DEA-MTRata Envelopment Analysis for Metatechnology
Ratio and DEA-MF: Data Envelopment Analysis for Kfeontier.

The high value of the MTR for the millet/cowpea gpocould arise from the fact that
millet/cowpea cropping system (intercropping) undesmall-holder setting is often superior

to monocropping, because the former lends itselbéter disease control, better use of
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available labour, reduced risk from natural cal@sitand better monetary income than
monocropping (Beuerlien, 2001; Banik and Sharm&920 Palitza (2010) has pointed out
that the negative consequences of climate changebeaaddressed by increasing crop
diversity (and a move away from monocropping) tmidish the risk of crop failure through

intercropping. These advantages of the millet/aaaviintercropping system could have

contributed to the high efficiency

The relatively low average MTR for the sorghum grozould be because the cropping
system is associated with soil depletion and emgtant disease epidemics of enhanced
severity, increased use of pesticides and nutrieantsl vulnerability to climate change

(Saleem, Shah, Malik & Munir, 2000; Nelson 2006d#a, 2000). These disadvantages of

monocropping could have contributed to the lowehtécal efficiency of the sorghum group.

The variation in the DEA metafrontiers (DEA-MF) thfe three groups of cropping system
suggests that there is a scope for increasingetttenical efficiency in the cropping systems
in Kebbi State. The maximum values of 1 for theA9¥F show that there must have been
at least one DMU that used an input-output comimnathat placed it at the point of

tangency between their group frontier and the meier’.

Comparison of efficiency across different croppisgstems is intended to ascertain the
relevance of catching-up, i.e. of productivity gaiattainable by increasing technical
efficiency (Batteset al, 2004, O’'Donnelkt al, 2008, Moreira and Bravo-Ureta 2010). The
result from this study reveals that the sorghum soijhum/cowpea groups can improve
their technology by learning from the prevailingiagltural practices of the millet/cowpea

group who are operating close to the metafrontier.

6.1.6 Comparison of the DEA technical efficiency metafrontier (MF) scores of

the monocroppers and intercroppers using Wilcoxon Rank-Sum Test

Table 6.8 below presents the Wilcoxon Rank-Sum Testthe differences between the
metafrontier scores of the sorghum and sorghum/eavigrmers.

3 Since the metafrontier and group frontiers are fairas the intersection of several hyperplanese tiseat
least one DMU in the groups who operated at a pohere the hyperplane of their group frontier tedla
hyperplane of the metafrontier (O’Donnetlal, 2008).
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Table 6.8 Wilcoxon Rank-Sum Test for the difference between the technical efficiency

metafrontier scores of the sorghum and sorghum/cowga farmers, Kebbi State, January

2012
Enterprise Ranks
Wilcoxon sum Mean of STD DEV of
Count rank Wilcoxon Wilcoxon

Sorghum MF 42 2553 2436 172
Sorghum/cowpea MF 73 4117 4234 172
Ties 13

z 0.68

P value 0.49

The Wilcoxon Rank-Sum Test, which was used toftasthe differences between technical
efficiency metafrontier scores of the sorghum araiglsum/cowpea farmers, is not
significant. The result shows that there is ndistieal significant difference between
sorghum and sorghum/cowpea farmers’ technicalieffy metafrontier scores. Based on
the average technical efficiency metafrontier ssoref the sorghum (0.46) and
sorghum/cowpea (0.45) farmers (Table 6.7 aboved, sbrghum farmers have the same
efficiency in the utilisation of farm inputs as theounterpart sorghum/cowpea farmers.
However, the results suggest that there is oppibytémr both groups of farmers to improve

their technical efficiencies.
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Table 6.9 Wilcoxon Rank-Sum Test for the difference between the technical efficiency
metafrontier scores of the sorghum and millet/cowpe farmers, Kebbi State, January

2012

Enterprise Ranks

Wilcoxon sum , STD DEV of

Count Mean of Wilcoxon

rank Wilcoxon
Sorghum Mi 42 152¢ 226¢ 157
Millet/cowpea MF 65 4252 3510 157
Ties 7
Z -4.73
P value 0.00

The results in Table 6.9 above show that the teahrefficiency metafrontier scores for
sorghum (monocrop) and millet/cowpea (intercrop¥ignificant: Z = -4.73, P<0.01. This
indicates that there is a statistically significaifference between the technical efficiency
metafrontier scores for sorghum (monocrop) andcthenterpart millet/cowpea (intercrop).
The two groups have different technical efficiemogtafrontier scores. The mean technical
efficiency metafrontier scores for the sorghum amdlet/cowpea is 0.46 and 0.62,
respectively (Table 6.7 above). The results sugt@s$ the millet/cowpea farmers are better
in terms of resource utilisation than their coupéet sorghum farmers. The possible reason
why the millet/cowpea farmer is better in termstexfhnical efficiency is that the intercrop
requires less fertiliser because cowpeas fix n#nognto the soil and the crops are less
exposed to infestation of pests and disease (Bener2001; Banik and Sharma, 2009).
Particularly, millet is drought tolerant and sufféess from pests and diseases than sorghum,
maize and wheat NRC (1996), de Rouw (2004) andadevRand Winkel (1998).

6.2 Results of cost efficiency of monocrop and intercrop farmers in Kebbi
State

6.2.1 Cost efficiency of the sorghum/cowpea farmers in Kebbi State

Estimated cost efficiency scores of the sorghumpaanfarmers in Kebbi State is presented
in Figure 6.4 below. The results reveal that thst efficiency levels of the sorghum/cowpea

farmers range from 0.27 to 1, with an average 52.0.The cost efficiency score of 0.27 for
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the farmer who performed the worst in terms of @&tiency implies that the farmer could

have produced his sorghum/cowpea at onl9e23f his current cost. The results show that
farmers could improve their financial performantegiven the necessary support to use
production inputs in a cost effective way. Aboui 8of the sorghum/cowpea farmers
achieved a cost efficiency of 1, meaning that tHas@ers produce their output at minimum
costs, i.e. the farmers are cost efficient. Theaiaing 926 of the farmers are cost

inefficient. These farmers could have producedrthetput at lower costs by selecting a

cost-minimising combination of farm inputs.
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Figure 6.4 Cumulative probability distribution of t he cost efficiency scores of the
sorghum/cowpea farmers in Kebbi State, January 2012

6.2.1.1Determinants of cost efficiency of sorghum/cowpeafmers in Kebbi State

OLS regression was used to identify factors expigirthe differences in cost efficiencies
between farmers. Based on the recommendation ddodald (2009), the dependent
variable, i.e. cost efficiency, was logged. lingortant to keep in mind that since the aim is
not to predict the cost efficiency of farmers, lbather to identify the explanatory variables
that are likely to influence cost efficiency levess probability of 186 is still considered
acceptable (Jordaan, 2012; Van Der Merwe, 2012 ALS regression results are presented
in Table 6.10 below.
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The R value for the regression is 0.35, implying theeipendent variables included in the
model explain 3%0 of the variation in the cost efficiency levels tbe sorghum/cowpea
farmers. The multicollinearity test results shdwattthe variance inflation factor for the
entire farm enterprises considered is less thamhe condition number is also less than 100.
Hence, multicollinearity is not a problem in theymession models estimated. The model

meets the assumptions of the OLS regression.

Table 6.10 Ordinary Least Squares (OLS) regressiongsults of the explanatory

variables affecting cost efficiency of sorghum/cowga farmers

Variable Coefficient Std t-stat Prob
Error

Intercep -0.94¢ 0.28: -3.33¢ 0.001

Personal Variable description

Education Education of the household 0.003 0.011 0.235 0.815

head in years of schooling

Experience Farming experience of 0.021** 0.009 2.358 0.022
household head in years

Age Age of household head, years 0.015* 0.008 1.775081

Risk attitude  Risk aversion coefficients -0.044 0.044 -1.015 0.314
(standardised)

Wealth

generation

Credit Dummy 1: if the household -0.259* 0.131 -1.965 0.054

head benefitted from financial
Asset value The amount of assets (e.g. -1.99E-0 6.54E-07 -0.304 0.762
house, oxen, bicycle etc)

Human

capital

Extension Dummy 1: if the farmer had ®.075 0.098 0.775 0.441
contact with an extension

Natural

resource

Fadama Dummy 1 if: the household 0.024 0.094 0.248 0.805
head is involved ifadama

Land Dummy: 1 if the farmers land -1.643*** 0.632 -2.60 0.001

Fragmentatio is fragmented into more than

Social

Cooperatives Dummy 1 if: the household -0.127 0.121 -1.046 0.299
head belong to any farmers

R-squared 0.35

Prob(F- 2.8t

The asterisks ***, **and * represent statisticagsificance at 1%, 5% and 10% probability levelspectively.
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The personal characteristics of the respondentsefence and age) were hypothesized to
have a direct relationship with cost efficiency.heTresults show that experience has a
positive statistically significant relationship witcost efficiency (P<0.05). The positive
relationship between experience and cost efficielscyn accordance with tha priori
expectation. Farmers who are more experiencetyedter in terms of planning, managerial
ability, adoption of innovation, hence more effidiein terms production efficiency
(Anyanwu, 2011; Doss and Morris, 2001). The resaltonsistent with the findings of
Okoye et al (2006) and Jordaan, (2012) who also reportedtipesielationships between

experience and cost efficiency.

As hypothesized, age has a positive statisticaliyniicant relationship with the cost
efficiency of the sorghum/cowpea farmers (P<OAge goes with the farming experience of
a farmer: older farmers are likely to be more eigrered in the choice of input at minimum

cost, and hence they are more cost efficient (KdrahSaeed, 2011).

There is an inverse relationship between wealtheggion characteristics (access to
agricultural credit) and cost efficiency (P<0.1)The negative influence of access to
agricultural credit on cost efficiency is oppogitethe hypothesis. The reason for the inverse
association could be either that the farmers ateyetting adequate amounts for loans or the
loans are diverted to off-farm activities (MejeH2005; Nwosuet al, 2010; Oboh and
Ekpebu, 2011). Similar results were reported byyeket al, 2006; Mbanasor and Kalu,
2008; Obareet al, 2010; Khan and Saeed, 2011).

On average, the cost efficiency of sorghum/cowemérs is relatively low. The farmers
could have produced their output at lower costsddgcting the cost minimising combination
of farm inputs. The results of the OLS regressmreal that human capital (experience) has
a positive statistically significant relationshipthvcost efficiency. Age also has positive
association with cost efficiency. Agricultural grammes should focus on training and
education of young farmers who are inexperiencedhim farming enterprise. Natural
resource capital (land fragmentation) has a negatiatistically significant association with
cost efficiency (P<0.01). The possible reason ¢dd that land fragmentation increases
production costs, causes an increase in travetimg between land parcels which is an
impediment to efficiency in crop production. Tlusrroborated the findings of Bizimarmh

al (2004) who reported that land fragmentation messum terms of number of arable plots
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cultivated is negatively and significantly relat@dh economic efficiency among farmers in

Southern Rwanda.

The fact that the R-squared value of the OLS maleklatively low indicates that some

important variables were not included in the analys

6.2.2 Cost efficiency for millet/cowpea farmers in Kebbi State

Estimated cost efficiency scores of the millet/ceaparmers in Kebbi State are presented in
Figure 6.5 below. The minimum and maximum cosicediicy levels of the millet/cowpea
farmers are 0.42 and 1, respectively. The avecagg efficiency is 0.73, implying that the
average farmer could have produced his millet/cangie’ 3% of his or her current cost. The
cost efficiency score of 0.42 of the farmer whof@ened worst in terms of cost efficiency
implies that the farmer could have produced hidetidowpea at only 4% of his current
costs. Only 66 of the millet/cowpea farmers achieved a costigfficy of 1, which implies
that the farmers produce their output at minimunst.co Ninety-four per cent of the

millet/cowpea farmers did not produce their outgiutinimum costs.
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Figure 6.5 Cumulative probability distribution of t he cost efficiency scores of the
millet/cowpea farmers in Kebbi State, January 2012
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6.2.2.1Determinants of cost efficiency of millet/cowpea faners in Kebbi State

The results from the factors influencing cost édincy show that none of the variables
hypothesized to influence cost efficiency are digant in explaining the cost efficiency of

the millet/cowpea farmers. From theory, the vdesthypothesized would influence cost
efficiency, although the result from this study slogot confirm the initial expectation.

Jordaan (2012) also found that most of the vargabigothesized to influence cost efficiency
were not significant in explaining the cost effiooy of raisin farmers in Eksteenskuil, South
Africa. Jordaan (2012) argued that the timely audficient application of important

production inputs was hardly being achieved by rdisin farmers because they had only
limited resources at their disposal. Farmers tendpply whatever quantities of inputs are
available to them or the quantities of inputs tlweyn afford. Section 3.3.14 showed that
farmers in Kebbi State use farm inputs below tliemamended rates. The selection of inputs
mix at minimum cost does not seem to be the pringat of the farmers. Hence, there is a
need to investigate the effective manner in whioh tarmers make their decisions about

input use.

Ninety-four per cent of the millet/cowpea farmerd dot produce their output at minimum
costs and accordingly the farmers could improvar thest efficiency by selecting input
combinations at less cost. The variables hypatkdsto influence the cost efficiency of
millet/cowpea farmers were not significant in expiiag the farmers’ cost efficiency. The
results are thus not discussed. The selectionpits mix at minimum cost does not seem to
be the primary goal of the farmers. There is rteadvestigate the effective manner in which
the farmers make their decisions about input use.

6.2.3 Cost efficiency of sorghum farmers in study area

The estimated cost efficiency levels of sorghummts in the study area are shown in Figure
6.6 below. The minimum and maximum cost efficien€yhe sorghum farmers is 0.32 to 1.
Only about 126 of the sorghum farmers are cost efficient. Thhese farmers could have
produced their sorghum output at minimum costs Bleding the cost minimising
combination of inputs. The average cost efficieacgre is 0.68 and accordingly an average
sorghum farmer could have produced his sorghumnéit 68% of his current cost of
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production. The results reveal that there is sdop@nproving the financial performance of

the sorghum farmers by selecting input combinagitlower cost to produce sorghum.
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Figure 6.6 Cumulative probability distribution of t he cost efficiency scores of the

sorghum farmers in Kebbi State, January 2012
6.2.3.1Determinants of cost efficiency of sorghum farmere Kebbi State

Table 6.11 below shows the explanatory variabldscahg cost efficiency of sorghum
farmers. The Ris 0.37 which implies that the independent vagabincluded in the
regression model explained @&/ of the variation in cost efficiency levels of tserghum
farmers. Probably, the existing knowledge abouites that explain cost efficiency of the

farmers is inadequate to explain the remainingaian in efficiency levels of the farmers.
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Table 6.11 Ordinary Least Squares (OLS) regressiongsults of the characteristics

affecting cost efficiency of sorghum farmers, Kebb$tate, January 2012

Variable coefficien Std t-stat prob
t Error

Intercept -0.304 0.376 -0.81 0.424

Personal

characteristics

Education Education of the -0.006 0.013 -0.468 0.643
household head in years of

Experience Farming experience of  0.006 0.01 0.574 0.57
household head in years

Age Age of household head, 0.009 0.011 0.808 0.425
years

Risk attitude Risk aversion coefficients0.031 0.054 0.584 0.563
(standardised)

Wealth

generation

Credit Dummy: 1 if the 0.059 0.129 0.461 0.648
household head benefitted

Asset value The amount of assets (e.d..29E-06* 8.7E-07 1.476 0.149
house, oxen, bicycle etc)

Human capital

development

Extension Dummy: 1 if the farmer -0.083 0.116 -0.714 0.481
had a contact with an

Natural resource

capital

Fadama Dummy: 1 if the -0.122 0.092 -1.33 0.193
household head is involved

Land Dummy: 1 if the farmers  -0.079*** 0.022 -3.60 0.000

fragmentation land is fragmented into

Social capital

COOP Dummy: 1 if the 0.087 0.083 1.048 0.303
household head belong to

R-squared 0.37

Prob(F-statistic) 3.11

*** * represents statistical significance at 19% probability levels, respectively.

Among the determinants of cost efficiency of somhtarmers, only asset value has a

significant positive relationship with the costieéncy of the sorghum farmers. Agricultural
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programmes that empower farmers will help to enbaust efficiency of the farmers in the

study area.

Among the wealth generation characteristics, asakte is the only variable that has a
statistically significant influence on cost effioigy. Also, natural resource capital (land
fragmentation) has an inverse relationship witht edciency of the sorghum farmers. The
other variables could not adequately explain théatian in the cost efficiency level of the

sorghum farmers. This suggests that the existiogvledge on the factors that influence cost
efficiency is inadequate. Hence, there is neeelxfuore other dynamics that influence cost

efficiency of the sorghum farmers in order to erdeatheir performance.

Asset value of the farmers has a statistically iBgant positive relationship with the cost
efficiency of sorghum farmers, at ¥5 The positive relationship between asset vahee a
cost efficiency is as predicted. Farmers with haglket values are able to purchase adequate
farm inputs and implements, and in good time, tinysroving cost efficiency. Haji (2007)

found a similar result for farmers in Ethiopia.

As hypothesized, the natural resource (land fragatem) has an inverse statistically
significant relationship with cost efficiency ofettsorghum farmers (P0.01). This is probably
because land fragmentation increases productioh (@svasaki, 2010, King and Burton,

1982.), thus decreasing efficiency on the farm.

6.2.4 Comparison between the cost efficiency of the monocroppers and

intercroppers using metatechnology ratio (MTR) in Kebbi State

The MTRs are comparable with the lower values, dpénfierior production technology and

higher values, indicating the adoption of supegooduction technology relative to the
metatechnology. Comparison of the average costi@ity scores and the cost efficient
farmers based on metatechnology ratio (MTR) is shawTable 6.12 below. The MTR

estimated for the sorghum group is 0.53. The M®Rsbrghum/cowpea and millet/cowpea
is one and 0.66, respectively.

The maximum DEA-MF values of 1 for the sorghum/ceamyroup indicates that all the
DMUs used input combinations at minimum cost to aobttheir output. The

sorghum/cowpea group are operating on the metabémiw frontier. The result suggests
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that the sorghum/cowpea farmers were tangent tondafrontier cost function where the
value of the MTR is one, which implies that thegbmm/cowpea group could serve as the
benchmark for other decision-making units (DMUs) @ach group (sorghum and

millet/cowpea group).

Table 6.12 Data Envelopment Analysis estimates obst efficiency and metatechnology
ratios of the monocrop and intercrop farmers in Kelbi State, January 2012

Enterprise group Mean SD  Minimum Maximum

Cost efficiency with respect to the (DEA-h)
group frontiers

Sorghum 0.57 0.18 0.26 1
Sorghum/cowpea 0.32 0.12 0.11 1
Millet/cowpea 0.58 0.15 0.27 1

Metatechnology ratio (DEA-MTR)

Sorghum 0.53 0.02 0.52 0.58
Sorghum/cowpea 1 0 1 1
Millet/cowpea 0.66 0 0.65 0.66

Cost efficiency with respect to the
metafrontier (DEA-MF)

Sorghum 0.31 0.09 0.14 0.53
Sorghum/cowpea 0.32 0.12 0.11 1
Millet/cowpea 0.38 0.1 0.18 0.66

DEA-h: Data Envelopment Analysis for group, DEA-MTRata Envelopment Analysis for Metatechnology
Ratio and DEA-MF: Data Envelopment Analysis for Kfeontier.
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The maximum DEA-MF values of 0.53 and 0.66 for soeeghum and millet/cowpea groups
indicate that the DMUs did not produce their outptitminimum costs. The MTR for
sorghum (0.53) and millet/cowpea (0.66) shows tih@ttwo groups are far from the frontier.
Sorghum group are further away from the frontieantlthe millet/cowpea, and this could
probably arise from the fact that monocropping nexpumore fertiliser, intensive labour and
agrochemicals than the intercrops. In situatiohere farmers do not apply adequate inputs
to monocrops, their efficiency level will definijebe low.

The result suggests that there is scope for thghson and millet/cowpea farmers to improve
their cost efficiency. Improvement in cost effieay can be achieved if the sorghum and
millet/cowpea “borrow” technology from the sorghwmWpea group.

6.2.5 Comparison of the DEA cost efficiency metafrontier scores of the
monocroppers and intercroppers using Wilcoxon Rank-Sum Test

The Wilcoxon Rank-Sum Test was used to obtain mmieble information on the
differences in the cost efficiency metafrontier resoof the monocrop and intercrop farmers.

The result is presented in Table 6.13 below.

Table 6.13 Wilcoxon Rank-Sum Test for the cost effiency metafrontier of the sorghum

and sorghum/cowpea farmers, Kebbi State, January 22

Enterprise Ranks

Wilcoxon sum Mean of STD DEV of

Count rank Wilcoxon Wilcoxon
Sorghum MF 42 2321 2436 172
Sorghum/cowpea MF 73 4349 4232 172
Ties 18
Z -0.67
P value 0.50
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The cost efficiency metafrontier scores for sorgh@monocrop) and sorghum/cowpea
(intercrop) farmers are not statistically signifita This implies that there is no statistically
significant difference between the sorghum (monpcend sorghum/cowpea (intercrop) cost
efficiency metafrontier scores. The result suggdsiat, based on average (0.31), the
sorghum farmers have the same cost efficiency mogtidér as their sorghum/cowpea (0.32)

counterparts.

The results in Table 6.14 below shows that the @fitiency metafrontier scores for

sorghum (monocrop) and millet/cowpea (intercromigmificant: Z = -0.71, P<0.01.

Table 6.14 Wilcoxon Rank-Sum Test for the cost effiency of the sorghum and
millet/cowpea farmers, Kebbi State, January 2012

Enterprise Ranks
Count Wilcoxon sum Mean of STD DEV of

rank Wilcoxon Wilcoxon
Sorghum MF 42 2157 2268 157
Millet/cowpea MF 65 3621 3510 157
Ties 7
Z -0.71
P value 0.00

This indicates that there is a statistically sigaint difference between the cost efficiency
metafrontier scores of sorghum (monocrop) and thiiketicowpea (intercrop) groups. The

two groups have different cost efficiency metafrentscores. The mean cost efficiency
metafrontier scores for the sorghum and millet/ceavpre 0.31 and 0.38, respectively (Table

6.12 above). This implies that both groups welatikely low in the utilisation of inputs at
minimum cost.

It is meaningful to note that, based on MTR, thdeticowpea group was more technically

efficient than the sorghum and sorghum/cowpea growtile the sorghum/cowpea group
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was more cost efficient than the other two grougoth in terms of technical and cost
efficiency, the intercroppers performed better ttiea monocroppers. This suggests that the
use of crop diversification to manage risk sourbas the potential for improving crop
productivity in Kebbi State.

6.3 Conclusions

The objective of Chapter 6 was to investigate gwels of efficiency with which the farmers
use their production inputs to produce their cropfie relationship between the efficiency
scores and characteristics of the farmers was eeqghloThe efficiencies of the monocrop and

intercropping systems were also compared.

The results reveal that farmers using monocroppimdyfarmers using intercropping systems
differ in their levels of technical and cost eféiocies. The result of the technical efficiency
analyses suggests that there is scope for incgeadlsen technical efficiency levels of both
mono and intercrop farmers, and hence their aliityncrease output levels at current levels
of input, and within the existing technology s@&oth cropping systems have relatively low
efficiencies relative to the metafrontier techngloglthough the comparisons between the
different systems show that the intercroppers wa@e technically efficient than the
monocroppers. The millet/cowpea group were morkcient than the sorghum and
sorghum/cowpea group. This suggests that, whie cliversification in order to manage
risk sources has the potential of improving cropdpictivity, crop combinations prove to
play an important role. Care should be taken tecse¢he optimal combination of crops to
include in the intercropping system.

In terms of cost efficiency, farmers in the studgaawere relatively cost inefficient. The
MTR for cost efficiency shows that the sorghum/ceagroup was more cost efficient than
the sorghum and the millet/cowpea groups. Appbeoadf farm inputs at minimum cost will
help to reduce production cost and hence improwgétability of the farmers. Low levels of
technical and cost efficiency suggest major scapedrease performance of the farmers,
even at their current output levels and within tleisting technology set. Support services,
such as subsidies on farm inputs, provision of itradd extension services, should be

improved.
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The determinants of efficiency differ between therghum, sorghum/cowpea and
millet/cowpea farmers. It is also interesting tdenthat the determinants also differ between
intercrop groups. The differences can be attributethe fact that the different groups of
farmers operate under different technology setd.eéhnology set is more than only physical
capital; it is based on how human, social, physi&atl financial capital influence the
decisions farmers make in the production processHserefore, improvement on human,
social, physical and financial capital should bastdered in agricultural policies formulation
so as to improve the efficiency levels of the farsne The results also suggest that the
existing knowledge on the various factors thatuefice both technical and cost efficiency is
not exhaustive and accordingly there is a needpboee other characteristics that influence
the farmers’ decision process within their techggleets. Since a technology set is based on
human, social, physical and financial capital, Hart research should focus on every

component of the technological set in the studg.are

Based on the levels of the technical and costieffaies of the two cropping systems in the
study area, both mono and intercropping systenma sediave potentials for improving crop
production in Kebbi State. Policies towards insmeg farmers’ performance should be
enhanced. Further research on the optimal cropbic@tion should be conducted as the
three cropping systems analysed in this study ateh® only cropping systems practised in

the study area (see chapter 3, section 3.1.4)
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CHAPTER 7
SUMMARY, ACHIEVEMENT OF OBJECTIVES AND RECOMMENDATI ONS

Introduction

In the first part of this chapter a summary of thesis is presented. This is followed by an
outline of the main conclusions of the study wiglgaird to the achievement of the objectives

and concludes with recommendations.
7.1 Summary
7.1.1 Background and motivation

The alarming increase in the population of Nigadmands an increase in agricultural
productivity. In spite of the country’s vast resmes it has a low gross domestic product
(GDP) per capita, high level of poverty, high unémyment rate, low industrial capacity
utilisation, high birth rate and high dependenceagnculture (Jhingan, 2005; NBS, 2012).
Agriculture plays an important role in the Nigerimeonomy through the provision of
employment, poverty reduction and foreign exchafigéoh, 2000; NBS, 2006; Agenor,
2004). The agricultural sector grew b%7#o 8% per annum during 2000-2010 (CBN, 2009,
2010, 2011). Despite the growth in the agricultgextor, the growth targets have not been
achieved. Nigeria’s agriculture remains largelyosstence based, with about %80o0f
agricultural output coming from the rural poor. v8el programmes have been launched to
improve agriculture in the country, but these paogmes have not yielded the desired
objectives (Uniamikogbo and Enoma 2001; Ajibefud &alerinola, 2003; Sanyal and Babu,
2010; lzuchukwu, 2011). The expected effectiverddsthe programmes was substantially
curtailed by lack of consistency and continuity time policies adopted by successive
administrations in the country and by a lack of emstanding of the actual farm-level
situation. These efforts can only yield a gooduites, inter alia, farm-level planning, the
type of cropping system practised by the farmand, the characteristics of farm households
are given the desired attention. Two main crop@ystems practised in Nigeria are mono
and intercropping. The question of how the crogmgstems compare in terms of technical

and cost efficiency has not yet been answered.
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7.1.2 Problem statement and objectives

Despite government efforts to improve agricultuegurns from the agricultural sector have
been much below the potential (Izuchukwu, 2011; féwa2011). Food crop production

growth in Nigeria has been driven entirely by exgpan in area planted rather than by
increasing productivity per hectare through impobt¥echnology and development of high
yielding varieties of arable crops (Report of thesidh 2020, 2009). The gap between
potential and actual crop yields obtained by fasneuggests abundant scope for

improvement in productivity.

Agricultural production is highly characterized bigks, and for this reason knowledge about
the types and extent of risk and farmers’ attitud@gards risk is imperative in understanding
their behaviour, adoption of new technology and aggnial decisions (Ayindet al, 2008;
Binici et al, 2003; Knightet al, 2003; Liu, 2008; Alpizaet al, 2010). Some researchers
have quantified risk attitudes of farmers in Nigeby applying the Safety First Behaviour
model to measure risk attitude of farmers (Ajetumaid Binuomote, 2006; Ogunniyi and
Ojedokun, 2012). Binswanger (1981) has criticiskd Safety First Behaviour model
because of the fact that it is difficult to detemenithe relative influence of risk and other
factors on the decisions of the individuals. Thusreliable knowledge is available on these
issues. There is also scanty research on theesofaisk and management strategies in the
study area (Alimi and Ayanwale, 2005). The underding of risk and the coping strategies
of monocroppers and intercroppers is important raen to ascertain the decision-making

behaviours of the farmers and to develop apprapriak coping strategies.

Productivity can be enhanced if there is reliabtgieical knowledge available on technical
and allocative efficiency of resource allocationdathe factors that determine such
efficiencies. Most of the studies on efficiencywéaiot considered the risk attitudes of the
farmers. Risk attitudes of farmers are importantietermining efficiency because they are
associated with the decision-making behaviour oindividual. Information on risk attitude

as a determinant of technical and allocative edficy is scanty in the study area.

Methodologies to investigate efficiency of farmérsthe study are limited by deficiencies.
Few researchers have used the two-stage Data Pnvefd Analysis (DEA) approach to

investigate the determinants of efficiency of farsnéyusuf and Malomo, 2007; Ajibefun,
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2008). In stage one, the efficiency scores argnagtd. Tobit regression is used in the
second stage owing to the belief that the dependgaidble obtained in stage one is censored.
However, Simar and Wilson (2007) question the gppateness of the two-stage approach.
By applying an incorrect approach, the informatgenerated by researchers may not be
reliable and thus be of limited practical valueesBarch on the comparison of efficiencies in
agriculture is limited. Some research conductedampare the efficiency of technologies
used the highest average DEA score to indicate twHecision-making units (DMU) are
more efficient. Such comparisons are inappropiigeause high efficiency scores among a
group of DMUs only give a measure of relative hoermgty among the efficiency of the
DMUs (Freyet al, 2012). The use of Metatechnology Ratio (MTREémnpare efficiencies
between different groups was introduced by Batt€2804). MTR is a more reliable

approach for comparing efficiencies of differenbps of enterprises.

Thus, although the topic of efficiency and risk naseived attention by researchers in recent
times, there is a lack of reliable information e tleterminants of efficiency, comparison of

efficiencies between different farm enterprisesyrses of risk and management strategies,
risk attitudes and also the influence of risk attés on the decision-making behaviour of the

farmers.

Against this background, the main objective of stiedy was to examine attitudes towards
risk, risk sources and management strategies ahaital and cost efficiency of farmers in
Kebbi State, with the aim of generating reliabl@kiedge on the influence of risk attitudes
on the decision-making behaviour of farmers anémenhants of efficiency.

The main objective was achieved through pursuiegdhHowing specific objectives.

1. Explore the risk attitudes of the farmers. Rekersion coefficients were
guantified and regressed on characteristics ofaimers in order to determine the
factors that influence risk attitudes of the farmédrhis information is important in

designing strategies for agricultural development.

2. Explore the sources of risk and coping stratethat farmers use to manage their
exposure to risk and also determine their dimerssianterms of the underlying

latent factor. The relationships between sour¢esk and coping strategies, risk
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attitudes and farmers’ characteristics were ingastd. Understanding the
relationships between farmers’ characteristick astitudes, risk sources and
management strategies is important in determiniegt-boping strategies for

farmers.

Determine whether farmers’ attitudes towardsk risxd other characteristics
influence their choice of cropping system in ortteimake recommendations on

the programmes that will improve monocropping deliaropping.

Investigate the levels of efficiency with whithe farmers use their production
inputs to produce crops. The levels of technicall @ost efficiencies were
quantified in order to ascertain how efficient themers were. The relationships
between the efficiency scores and characteristiteeofarmers were explored so
as to have a better understanding of the charatitsriassociated with higher
levels of efficiency. Also, the efficiencies ofethmonocrop and intercropping
systems were compared in order to determine whystes) is better and to

ascertain whether the systems have equal efficiency

7.1.3 Literature review

The purpose of literature review was to determhme gtate of research on risk preference,

sources of risk and management strategies, eftigiand their determinants and to identify

the gaps in knowledge on these issues.

The review from the literature shows that only fesgearchers have applied the

experimental gambling approach to investigate igleattitudes of farmers.

Risk preference studies on experimental gamblimycaarh revealed that respondents
exhibited risk aversion in most cases and thaagefarmers’ characteristics have an

influence on the risk preferences of farmers.

Data Envelopment Analysis or the Stochastic Frontodel are the popular
approaches used to determine technical and casteeffy, and the Tobit or OLS
regression models to explain the influence of fagneharacteristics on technical and

cost efficiency.
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Few researchers have applied the two-stage DEA oappr to explore the
determinants of efficiency of farmers. In the tetage DEA approach, efficiency
scores are estimated in the first stage using D&l in the second stage, Tobit
regression is used to investigate the determinainefficiency. Tobit regression is

used in the second stage owing to the belief tletlependent variable is censored.

Simar and Wilson (2007) have argued that the DE#ciehcy scores are serially
correlated and biased when used in the two-stag@ Bpproach and that the
efficiency scores are censored. The researcheesgraposed the use of the Double
Bootstrapping approach in order to obtain morealdd information on efficiency and

its determinants.

By applying an incorrect approach, the informa@merated by a researcher may not

be reliable.

The literature review of the efficiency studies lbah Nigeria and at international
level suggested that farmers have varying level®difnical and cost efficiency and
that inefficiency in input utilisation exists amomgost farmers. Various farmer
characteristics, such as age, educational level,afixtension services, access to
credit, farm size, off/non-farm income, asset valaeop diversification, among
others, have influences on technical and costieffay and differ from one study area

to another.

From the literature reviewed (international andeMlign studies), it appeared that only

a few researchers have applied the Double Bootstg@pproach.

In terms of efficiency comparison for different gps of enterprises, some
researchers have indicated that the group withhigleest average efficiency scores
are more efficient than those with lower averagiciehcy scores. The use of
averages to compare efficiency of groups has, heweveen criticised as being

inappropriate. The proper approach is to use aivmitier approach.

There are only a few efficiency studies that hanauded the risk attitude of farmers
as a determinant of efficiency. The Double Boaggting procedure applied in the

two-stage DEA approach gives unbiased and consistimates, hence there is a
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need to conduct more research on efficiency usirsgapproach. Also, since farmers’
risk attitudes affect their behaviour in decisioakimg, the influence of risk attitude

of farmers on efficiency should be given due attemt

Although the topics of efficiency and risk have awed attention by researchers in recent
times, there is a lack of reliable information be tleterminants of efficiency, sources of risk
and management strategies, risk attitudes and taksanfluence of risk attitudes on the

decision-making behaviour of farmers.

7.1.4 Study area, data collection and characteristics of respondents

The aim of Chapter 3 was to describe the study, éineamethod of data collection and the

relevant characteristics of the respondents in K8kdie.

The State is located in the north-western part imfeNa. The population of the State is
3238628 (NPC, 2006) and occupies an area of abo@R3&quare kilometres. Kebbi State
falls within the dry savannah agro-ecological zohdligeria. Agriculture is mainly rainfed
with one cropping season. The mean annual rairgdlD20mm. Agriculture is the major

source of revenue in the State, hence it is thkldmae of the economy.

The major ecological problem faced by farmers egtudy area is desertification as a
result of desert encroachment on arable lands; diviss rise to land degradation
which has a negative effect on agriculture. Theeotcological problem is flooding

which leads to the devastation of farm lands.

* Farmers in the study area practise monocropping iatgicropping. The typical
mixtures of the intercrops are sorghum/cowpea,etidbrghum, sorghum/groundnut,
millet/cowpea and sorghum/cowpealrice. All of thesops are also cultivated as

monocrops. Farmers also cultivate vegetable avafadamalands.

* Animal husbandry is also practised by farmers ie Btate. Complementary
relationships exist with the livestock fed on cresidues: the animals provide

draught power, manure, source of protein, incomengs and reserve against risk.

* The types of labour source used by farmers arel hfeanily and communal labour.

Labour is scarce during the peak periods of croplyction.
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 The majority of the farmers in the State have io@a@ée access to agro inputs
(improved seed, herbicides and pesticides). WBkeah inputs are available, the

prices are not affordable to the farmers.

» Land ownership is basically by inheritance, whields to subdivision of land, hence

farmers are faced with the problem of land fragragon.

* Access to agricultural finance is limited, hencearfers resort to borrowing money

from friends or relatives.

The data used for the study was mainly collectemmfrprimary sources through a
guestionnaire survey of 256 farmers, comprisingn@ocroppers and 158 intercroppers.
Data was obtained so as to achieve the differejgicobes of the study. Data was collected
on farm inputs and outputs and their prices, sauferisk, and management strategies,
among others. The data was analysed using vanmiBodologies in accordance with the

objectives of the study.

Regarding respondents’ characteristics, some csiocls are that there are huge levels of
illiteracy in Kebbi State and that the majority thie farmers have relatively few years of
farming experience. The socio-economic variablege, ayears of farming experience,
household size, asset values, kilometres travalletisize of farm land of the monocroppers
all differ significantly from those of intercropgger Land acquisition is mainly by inheritance.
It is also evident that the farmers experience laagmentation and degradation. The use of

farm inputs is below recommended rates and thelyiate below the potential levels.
7.1.5 Procedures
Chapter 4 describes the procedures that were assthieve the objectives of the study.

* Following Binswanger (1980), the experimental gantplapproach within the
expected utility framework was used to estimaterible aversion coefficients of the
farmers. The experimental approach gives morabigliestimates of risk aversion

than the Safety First Behaviour and portfolio model
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» Factor analysis was next used to examine the dioensf the perceived risk sources

and management strategies.

* The relationships between risk attitude, farmeisaracteristics, risk sources and
management strategies were then explored usingpbeultegression analysis. In
order to determine the factors that influence theice of cropping systems in Kebbi

State, a logit model was used.

 The DEA model was used to explore the levels atiefficy with which farmers use
their production inputs to produce their crops.e Teterminants of efficiencies were
also determined. Mindful of the criticisms of ugimobit in the two-stage DEA, the
Double Bootstrapping procedure was applied in otdesvercome the limitations of
using Tobit in the two-stage DEA. The Double Baais procedure was used within
the framework of Principal Component RegressionRP® order to reduce the
dimensionality of the data in which there are gdanumber of correlated variables,

while retaining the variation present in the dat s

* The technical and cost efficiencies of the mono iawercrop farms were compared

using the Metatechnology Ratios, following O’Dorireglal (2008).

The findings that have emanated from applying thecedures described in Chapter 4
provide more reliable results than previous studiesd will add to the existing knowledge on
risk attitudes, risk sources and management stest@gd efficiencies of the farmers in Kebbi
State.

7.1.6 Results and discussion of risk attitude, risk sources and management

strategies of the monocrop and intercrop farmers

Respondents’ risk attitudes, the sources of riskraanagement strategies and the dimension
of the sources of risk and management strategies determined in Chapter 5. In addition,
the relationships between risk attitude, farmergla@natory variables, risk sources and risk
management strategies were explored. Also, therathat influence the choice of cropping

systems were investigated.
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The results of the risk attitudes of the farmekseed that there are more intercroppers
in the risk-averse class (9@ than monocroppers (%4). The Chi Square test shows
that there are statistically significant differeacketween the risk averse and the

neutral to preferring risk classes of the mono iatelcrop respondents.

The results of the determination of the sourcesisif for both monocroppers and
intercroppers indicate that diseases, erratic aljnthanges in government and
agricultural policy, and price fluctuations are fhee most important sources of risk.
The variables rainfall, difficulties in finding lalr, theft, market failure, price
fluctuation and family relationships were statialig significantly different between

monocrop and intercrop farmers.

The main finding from the factor analysis for seag®f risk for the monocroppers
and intercroppers is that monocroppers perceivedgiit as more important than the
intercroppers. This could be because of the faattdome of the combination of crops
used by the intercroppers are drought tolerant, mijet. The factors “social”,

“rainfall” and “uncertainties”, as defined in Chap®b, are common to both monocrop
and intercrop farmers. Since farmers do not hawdral over the rainfall factor as a
source of risk, there is a need to have an effediyricultural insurance scheme in

place for the farmers in Kebbi State.

The regression results from the relationships betwesk attitude and farmers’
characteristics, sources of risk and risk managemsteategies for the monocroppers
and intercroppers reveal that the variables fldodfs, “extra income” factor,

fertiliser provision by government/self, trainingdaeducationfadamacultivation and

adashestatistically relate to monocrop farmers’ risk taiie. For the intercroppers,
“rainfall” factor, “difficulties” factor, fire outlveak, market failure and spraying for
diseases and pests statistically relate to riskud#t. None of the explanatory
variables were statistically related to risk attés of both monocroppers and

intercroppers.

The relationships between sources of risk and fes'mexplanatory variables, risk

attitude, and risk management strategies for theatroppers and intercroppers were

explored using regressions analyses. The findiegeal that the monocroppers
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identified “social” factor (insufficient labour, 3 of land/ethnic clash and theft) and
“rainfall” factor (pests, excessive and insuffidierainfall) as the most important
sources of risk, while the intercroppers perceieahfall” factor (pests, excessive
and insufficient rainfall) and “difficulties” facto(illness of household member and
difficulties finding labour) as the most importasdurces of risk. It is meaningful to
note that the rainfall factor is one of the mospartant sources of risk for both the

mono and intercrop groups.

* Regression analysis was used in order to deterthi@eelationships between risk
management strategies and farmers’ explanatorahblas, risk attitude, and sources
of risk for the monocroppers and intercroppers. e Tindings show that for
monocroppers and intercroppers, the common vasathat form the important
factors are faith, storage programme, market infdion and household head working
off-farm. This result suggests the need to proadeffective price support policy in

order to encourage farmers to produce more.

* Logit regression was used in order to explore #wtoirs that influence the choice of
cropping system. The result shows that farmingegerpce, asset value, risk aversion
and land degradation are the most important fadioas influence the choice of

cropping system in the study area.

7.1.7 Technical and cost efficiency of monocrop and intercrop farmers in
Kebbi State

The objective of Chapter 6 was to investigate géwels of efficiency with which the farmers
use their production inputs to produce their cropke levels of technical and cost efficiency
were quantified in order to ascertain how efficieghe farmers were. The relationship
between the efficiency scores and characteristitBeofarmers was explored so as to have a
better understanding of the characteristics astsatiaith higher levels of efficiency. Also,
the efficiencies of the monocrop and intercroppsygtems were compared in order to
determine which technology is better and to astesédoether the technologies have equal

efficiency.
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The technical efficiency results reveal that th&esignificant variation in the

technical efficiencies of the farmers in Kebbi 8tairhe result from Bootstrapping of
the technical efficiency estimates shows some egeleof bias in the un-corrected
technical efficiency scores of the farmers. Thashbivas removed by applying the
Bootstrapping procedure as recommended by SimaWalson (2007). Hence, more

reliable technical efficiency estimates were old#din The average technical
efficiency scores obtained for the various entegwishow that there is scope for

improvement.

For the millet/cowpea farmers, the personal charatics (age, farming experience,
risk aversion), social capital (cooperative), huntEvelopment capital (extension)
and natural resource capitdlagamag have positive influences on the technical

efficiency levels of the farmers.

The positive significant influence of access toeesion on technical efficiency
indicates that an increase in access to extensibnfov instance, enhance farmers’
knowledge of using innovations to improve techniefficiency. The result also
implies that access to information through the esiten agents enhances technical
efficiency. Given the importance of extension mproving technical efficiency,

there is a need to improve the extension agerrtodr ratio in the study area.

The positive significant relationship between coagiges and technical efficiency
indicates that farmers who belong to cooperativesligely to be more technically
efficient than their counterparts. Cooperativegeha statistically significant positive

influence on technical efficiency of the millet/cpea farmers.

Access tofadamahas a significant positive relation with techniedficiency. An
increase in access fadamautilisation and empowerment of tli@damausers will
enhance the efficiency of the farmers. Studiessehghvown thafadamall projects
have enhanced the productivity of farmers in NigeriPolicies geared towards
improvedfadamautilisation should be promoted.

The significant positive influence of risk aversion technical efficiency implies that

the higher the risk aversion, the more the likedithaf a farmer being technically
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efficient. The more risk-averse the farmers afe more likely they are to

allocate/apply resources.

* The results from the determinants of technicalcedficy of the sorghum/cowpea
farmers reveal that none of the explanatory vaemllad significant influence on the
technical efficiency of the farmers. This does nwan that the variables are not
important. It only means that there are other dyina that explain the efficiency

level of the farmers which need to be researched.

* The results from the determinants of technicalcefficy for the sorghum farmers
reveal that personal characteristics (educationséloold size, risk attitude), wealth
generation characteristics (credit, house type) raatdral resource capitalaamag

have statistically significant positive influence technical efficiency.

* The significant positive influence of education ®chnical efficiency implies that
education enhances farmers’ ability to understptah and better develop managerial
skills to improve technical efficiency. Househalide also has a significant positive
influence on technical efficiency. This indicatimst large household sizes, where
members contribute to family labour, are likelyingprove the technical efficiency of

the farm.

* The positive statistically significant influence @iccess to credit on technical
efficiency means that the availability of creditsea the cash constraints of the
farmers and, for instance, enables farmers to eeqguputs timely which they could
not ordinarily purchase, given the resources abkaléo them. The establishment of

more microfinance banks for agricultural purposeadvocated.

The result of the wealth generation characterigtidbe sorghum farmers also implies
that the sorghum farmers invest their resourcdanming, unlike the millet/cowpea

farmers.

The overall results of the cost efficiency residisthe monocroppers and intercroppers show
that the farmers in Kebbi State are relatively aostficient. This implies that the farmers do
not produce at minimum cost. The farmers coulceh@oduced their output at lower cost by

moving closer to the cost minimising combinationfafm inputs. Selection of optimal
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combination of inputs by the farmers will help teduce production costs. Reduction in
production costs will also help farmers to applyg tecommended farm inputs, which is also
likely to influence technical efficiency positivelyThis will lead to increase in the benefits

from improving cost efficiency of the farmers in i@ State.

* The results from the determinants of cost efficjefar the sorghum/cowpea farmers
reveal that personal characteristics (experienge) aignificantly contribute to
efficient management of farm inputs which enhartbesability of farmers to allocate
resources more efficiently. Farming experience lmarenhanced through training by
extension agents. This will go a long way in impng the cost efficiency of the
farmers. Policies geared towards training of fagrtbrough extension agents will

improve the knowledge of the farmers and thus eciafficiency.

* None of the variables hypothesized to influence tust efficiency of the
millet/cowpea farmers significantly explained cefficiency. This suggests that the
existing knowledge on the factors that influencst@&ificiency is inadequate. Hence,
there is a need to explore other dynamics thatienite the cost efficiency of the

millet/cowpea farmers in order to enhance theifgrerance.

 The wealth generation characteristic (asset valse)he only variable that was
significant among all the variables hypothesizednftuence cost efficiency of the
sorghum farmers. Asset value has a direct stailsti significant relationship with
cost efficiency. This suggests that the farmev&sh their assets in farming, hence

improving their cost efficiency.

e The results from the MTR indicate that the intepgrers were more technically and
cost efficient than their monocropper counterpattkence, agricultural programmes
to promote intercropping should be designed in mtdamprove the efficiencies of
the monocroppers. Agricultural policies shoulduscon providing incentives to
enable the less-efficient farmers opportunity ttelcaup with the best practice groups
and for the more efficient farmers to improve fertlio become also internationally

more competitive.
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7.2  Achievement of objectives

In order not to repeat what has already been mmadioin this chapter, only major
conclusions will be highlighted with reference b textent to which the specific objectives

of the study have been achieved.
The first objective of the study was to explore tis& attitudes of the farmers.

* This objective has been fully achieved. The resfibm the survey of the risk
attitudes of the farmers show, for instance, that intercroppers were statistically
significantly more risk averse than the monocropperThis suggests that the
intercroppers tend to safeguard against crop faibyrdiversification in their cropping

system.

The second objective of the study was to exploeestiurces of risk and coping strategies that
farmers use to manage their exposure to risk asaldgdtermine their dimensions in terms of
the underlying latent factor. The relationshipsagen sources of risk and coping strategies,
risk attitudes and farmers’ characteristics weneestigated. This aim has also been fully

achieved as supportadter alia, by the following.

* The analysis of the important sources and risk m@ament strategies shows that
“rainfall” and uncertainties are common sources rigk for both mono and
intercroppers. Since farmers do not have contver ahe rainfall factor source of
risk, there is a need to have, for instance, agctlfe agricultural insurance scheme in
place for the farmers in Kebbi State. Droughtascpived as a more important source
of risk for the monocroppers than the intercroppeffius, intercropping should be
encouraged as some of the crops used in interanmbioations are drought tolerant,

e.g. millet.

» Having crop insurance (HAVINS) has a negative stiatlly significant relationship
with “social factor”, price fluctuation (PCFLUC) drchanges in climatic conditions
(CHCLIM). This means that the more the monocroppénsured, the less the farmer
sees “social” factor, price fluctuation and changesclimatic conditions as risk
sources. Hence, there is the need to put in @aceffective agricultural insurance

scheme, since insurance plays an important rofaifigating sources of risk. There
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was no significant relationship between HAVINS atite risk sources of the
intercroppers. This could arise from the fact thaercropping is a form of
diversification that is practised in order to m#ig sources of risk.

There is a positive statistically significant reaiship between risk aversion (RA) and
“extra income”, fadama cultivation (FDMCUL) and membership of a cooperati
society (COOP). The result is as hypothesizedntbee risk averse the monocropper
is, the more the farmer perceives extra incdia@amacultivation and membership of
cooperative society as important management stesteg Extra incomefadama
cultivation and membership of a cooperative socety ways by which monocrop
farmers can cope with risk. Hence, farmers carkwdirfarm to obtain extra income
and farmers who cultivatedamaland should be encouraged by providing them with
small irrigation pumps, improved seed, fertilisexdaagrochemicals at affordable
prices. For the intercroppers, risk attitude davéra significant influence on risk
management strategies. This suggests that inpgrers do not perceive extra
income, fadama cultivation and membership of cooperative sociaty important
management strategies because the practice otCnop@ing is an important risk
management strategy.

The third objective of the study was to determirfeether farmers’ attitudes towards risk and

other characteristics influence their choice oppiag system. Again, this objective has also

been achieved.

The results from the survey of the factors thdugrice the choice of cropping system
indicate that experience, asset value, risk averai@ land degradation influence the
choice of cropping system significantly. This rfésimplies that the choice of
cropping system depends on the financial, natuedource, and personal
characteristics of the farmers. Particularly, farsmpractise intercropping because
their farm lands are degraded, the lands are lowoaih fertility and are eroded.
Hence, there is a need to improve soil fertilityddgnting cover and leguminous crops
such as cowpea (as it is used in intercroppinggssto regain the fertility of the soil.
The application of fertilizers at recommended raté$ also help in improving the

fertility of the soil.
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The fourth objective of the study was also succdlyshddressed. The objective was to
investigate the levels of efficiency with which tfermers use their production inputs to
produce their crops. The levels of technical aost efficiency were quantified in order to
determine how efficient the farmers were. Theti@tships between the efficiency scores
and characteristics of the farmers were exploredssto have a better understanding of the
characteristics associated with higher levels diciehcy. Also, the efficiencies of the
monocrop and intercropping systems were compareatdaer to ascertain which system is
better.

* The monocropping and intercropping systems diffiethieir levels of technical and
cost efficiencies. The result of the technicalcgghcy analyses suggests that there is
scope for increasing the technical efficiency lsvér both mono and intercrop
farmers. Given the existing technology set, fasnesin enhance their ability to
increase output levels at current input levelse ¢dbmparisons between the mono and
intercropping farmers show that the intercroppegsevtechnically more efficient than
the monocroppers. The millet/cowpea group wereenafficient than the sorghum
and sorghum/cowpea group. Accordingly, crop pradilg in the study area can be
improved by crop diversification. Crop combinasprhowever, prove to play an
important role. Farmers should carefully seleet tptimal combination of crops to

include in their intercropping system.

 The MTR for cost efficiency reveals that the somtitowpea group were more cost
efficient than the sorghum and the millet/cowpeaugr Production costs can be
reduced by selecting inputs at minimum cost leaeal$ so improve the profitability of
the farmers. Low levels of technical and costcedficy suggest that major scope
exists to increase the performance of the farmearsn at their current output levels
and within their existing technology sets. In artteimprove the performance of the
farmers, support services, such as subsidies om ifgputs, provision of credit and

extension services, should be improved.

* The determinants of efficiency differ between theeé cropping systems and within
the intercrop groups. The differences can bebattied to the fact that the different
groups of farmers operate under different technokxgs. A technology set is more

than only physical capital. The technology selufices the decisions farmers make
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7.3

in the production processes. Therefore, improvermaerhuman, social, physical and

financial capital should be considered in agriaakupolicy formulations so as to

improve the efficiency levels of the farmers.

Recommendations

Based on the findings of the study, the followimgammendations are made. Firstly, the

policy recommendations are discussed, and secorettgmmendations for further research

are made.

7.3.1 Policy recommendations

The policy recommendations are aimed at addressiieg issues discussed on farm

characteristics, risk preferences, sources of skl management strategies and the

efficiencies of the respondents in the study area.

The knowledge concerning the risk attitudes of fisnimportant sources of risk and
management strategies should serve as a guidernwlting and implementing
insurance and agricultural development policieg thél improve the agricultural

sector.

The results from the study show that the unavditgbof farm inputs, especially
fertiliser, is an important source of risk to therrhers, and that inefficiency in the
utilisation of inputs exists among farmers. Thereat government policy on the
agricultural transformation agenda through growthamcement support, which was
launched in the 2012 cropping season, is consistéhtthe findings of this study.
One of the packages of the growth enhancement supgplicy provides fertilisers to
farmers at 58 subsidy, as well as free hybrid seed and agroiciaésn This package
will enhance the technical and cost efficiency arfiriers and it will also reduce the

risk source of fertiliser unavailability to farmers

Having crop insurance plays an important role itigating risk and so the current
government transformation agenda on agricultureulshalso focus on providing
agricultural insurance against flood/storm, exeassinsufficient and erratic rainfall.

Since insurance was perceived as a more importaping strategy by the
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monocroppers, insurance policies should be desigoefit the specific needs of

farmers.

Based on the levels of the technical and costieffes of the two cropping systems
in the study area, both mono and intercroppingesystseem to have the potential to
improve crop production in Kebbi State. Policiesvards enhancing farmers’
performance should be promulgated. Other crop cuetibns should also be
researched as the three-crop combinations uséasistudy are not the only cropping

systems practised.

The results from the survey of the determinantsffitiencies show that human
development capital has a positive relationshighvweificiency. Hence, the current
agricultural transformation agenda of empowering #hgricultural Development
Programmes (ADPs) and the efforts of the Federaldtty of Agriculture and Rural
Development and state ministries to improve extansservices and technology
transfer are also in line with the findings of tstsidy. Extension services should be
targeted to the appropriate farmers in order toexehresults. This will help to
improve the human capital development charactesisti the farmers in the study

area.

There is a need to enhance the human, social, qahyasnd financial capital of the
farmers in order to improve their performance. $beial capital can be improved by
reviving the agricultural cooperatives and farmeassociations in the rural areas.
Physical capital can be enhanced by providing stfteture, especially in the rural
areas where the bulk of agricultural produce islpoed. The natural resource capital
(fadamaand land degradation) can be improved by providamgers with irrigation
pumps in addition to improved inputs. The currafibrestation programme should

be pursued with all vigour.

The current agenda for improving the agriculturacter by empowering the
commercial banks and microfinance banks to proureeit to farmers at® interest
rate will surely improve the financial capital dfet farmers because of the important
role credit plays in enhancing technical and cd$iciency. The agricultural

transformation agenda seems to have the potemtainiproving the agricultural
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sector and the success of the agenda will deperbwrconsistent and sustainable it

will be applied.
7.3.2 Recommendations for further research

From the findings of the study, the following spcresearch projects for the study area are

recommended:

* As the existing knowledge on the various factor# influence both technical and
cost efficiency is not comprehensive for Kebbi Stdhere is a need to explore other
characteristics that influence the farmers’ decigioocesses within their technology
set. Further research should address every compoh¢he technological set in the
study area. For instance, further research shHmeilcbnducted on the influence of risk
management strategies on technical and cost ef@i@s for the study area.

* Whereas this project only determines the factoas #ne responsible for the shift of
group frontiers, but not for the shift in the Metattier, there is a need to explore the
factors affecting movement in the Metafrontier lais information can also be useful

in improving farming performance.

* With regard to research on risk management stedgegesearch should be conducted

on the importance and impact of a price suppoitpol
* Research should also be conducted on mono versusriop income risk variability.

* In addition, more research should be carried outhenimpact offadamaon the

livelihood of the farmers.

» Since there are differences in the levels of efficy of the mono and intercroppers,
and also between intercropping systems, the opticralp combination for
intercropping shouldnter alia, be researched.

* As insurance is identified as very important faskrimanagement, especially for
monocroppers, but has certain deficiencies, ansiigegtion of the insurance needs of

the farmers to improve the existing insurance seéhsnmeeded.
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* Agriculture extension is rated very important bg flarmers and in order to improve
it, the farmers’ needs for extension services, e as their education needs, must be

further explored.

The following more comprehensive research progeiso recommended.

* Since the experimental gambling approach, Doublet&mpping, Meta Frontier
Analysis, etc., used to investigate the risk pexiee and technical efficiencies of the
farmers was limited to farmers in Kebbi State, ¢hé& a need to expand such
comprehensive research to other States of Nigeoias to obtain more reliable and
comparable knowledge for all the farmers in Nigefiais information will be useful

for national policy development on these issues.
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APPENDICES

APPENDIX A: FORMAL SURVEY QUESTIONNAIRE FOR THE FARMERS IN
KEBBI STATE

DEPARTMENT OF AGRICULTURAL ECONOMICS
UNIVERSITY OF THE FREE STATE, BLOEMFONTEIN, SOUTH A FRICA
FORMAL SURVEY QUESTIONNAIRE: 2011 CROPPING SEASON

OBJECTIVE: This questionnaire is intended to obtaimmary information concerning
monocropping, intercropping production practicesfariners in Kebbi State, Nigeria, by
JIRGI A.J. towards Ph.D degree at the above namsdution.All the information will be

strictly confidential.

Date Of INtErVIEW: .......ccoviiiiiiiiiiee e

Time: Start............... sim...............
Respondent’s number: ........cccoovvviiiiiiiccccannnnn.
Enumerator's name: ..........ccccoeiiiiiiiieeeeenne,

A. PERSONAL INFORMATION

1. Name of Village/Town ...,

2. NAME Of DISLIICE ceneneeee e

w

Local government area ............c.eoceeceeeeeveeecveeenveeeneenne

4. Farmer's name (optional) ..........ooceeeeeeriiiiiei i

5. Head of household: 1. Mal— 2.Female —— (tick the appromiat
response)
6. Age of household head: ................ earg
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7. Please indicate the age category you belong to:

a.Below20_1 b.21-3— 1 c.31C 1 d. 1 e.51-60—] f. 60 &
Above]

8. Marital status :(a) Married....... (b) Single..(c) Widowed....... (d) divorced....... (e)
separated.......

9. Do you have formal education? 1.1 1 2.No[__1 (tick the appropriate

response)
10. If yes, how many years did you spend irostftotal)? ..........ccccoeeveeeeneennnnn.
11. For how long have you been farming?.................years

12. How many people are living in your househalgast six months?

13. If you undertake other occupations, kindly cadé the average amount realized per

month from any of the following that applyyou and the members of your household
that contribute to household income.
Source Income realized/ month{y

1.Livestock e.g sheep, goats, cattle | .......oooorveiiiiiiiiiiiiieeeeees

2. Live stock products e.g manure,

milk,hides/skin, meat

3. Non — farm activities e.g Petty trading,
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fishing, hunting, tailoring, handicraft
4.Processing farm produce | e,
5.Working for other farmers | .,
6.0ff- farm employment e.g Civil Service| .............ccccoeeiciiiivinnenen,
guard etc

7.0thers specify

B. PRODUCTION INFORMATION/ INPUT INFORMATION
14. Which type of cropping system do you practice?

(&) Monocroppingc—] (b) Intercroppinc—— (c) Both as monocropping and
intercropping—1

15. Please indicate the crops you grow as monecoopntercrops (example: monocrop=
sorghum or cowpea or millet etc.; Intercrops= sargltcowpea or Millet/ cowpea etc.) and
the area allocated to each in 2011cropping season:

Crop Area allocated to the crop(s)

in hectares

a. Monocrops crops I.

b. Intercrops I.
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16. How did you acquire the land for your crop darction activities? (Tick the correct
response(s))

Forms of| | Area(hectares) N Forms of tenure Area(hectares)
No | tenure 0.
1 Purchased 4 Leasehold
2 Rented 5| Inheritance
3 Pledge 6| Allocation by Vvillage

leader

7 | Others

specify

17. If rented, how much did you pay as rent durithg 2011 cropping season?

18. If purchased for how much did you buy the fard............ Year of purchase...............
19. Total farm size........ccccee..... hectares.
20. Do you own land which was not cultivated in 201(1). Yes — (2). No—

21. What is the size of the uncultivated land yauman hectares........................
22. What is your reason for not cultivating thedan.................covviiiiiiiiiiieee

23. Indicate the type of change in your farm sigerd) the last ten years (2000 — 2010):

1. Increased 3. Both increase and decrease
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2. Decreased 4. No change

25. What is the average distance between your hoysarcels?........................ kilometres.
26a. Is land fragmentation or fragmented holdipgablem? (a) Yes (b) Nd_]
b. Is land degradation (soil erosion/low seitifity) a problem? (a) Yel ] (b) —1

27. Please provide information requested in thiewiang tables for the crops you cultivated
in 2011 cropping season.

Name of crop 1 grown (MONOCIOP)......veeeeeeeemmmceeeeeeeeeeennnnns

M= Male, F= Female, C= Child, A= Aged
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Operation

Family
Labour

Hired labour

No.

people

of

MF C A

No. Of days
spent

MF CA

Cost of
food™N)

No. of people

MF C A

No. of days
spent

M F C A

Amou
nt
paid
Ny

1. Land

preparation

2. Planting

3. First

weeding

4. Second

weeding

5. Third

weeding

6. First
fertilizer

applicaton

7. Second
fertilizer

application

8. Harvesting

9. Threshing

10.

Winnowing

279

11.0thers
specify




Name of crop 2 grown (S0I€)...........uuuvvermmmmmmeeeeeeenennnnns

M= Male, F= Female, C= Child, A= Aged
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Operation

Family
Labour

Hired labour

No.

people

of

MF C A

No. Of days
spent

MFC A

Cost of
food™)

No. of people

MF C A

No. of days
spent

MF C A

Amou
nt
paid
(N

1. Land

preparation

2. Planting

3. First

weeding

4. Second

weeding

5. Third

weeding

6. First
fertilizer

application

7. Second
fertilizer

application

8. Harvesting

9. Threshing

10.

Winnowing
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11.0thers
specify




Name of crop 3 grown (SoIe)...........euuvvrrmmmmmmeeeeeeeennnnnns

M= Male, F= Female, C= Child, A= Aged
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Operation

Family
Labour

Hired labour

No.

people

of

MF C A

No. Of days
spent

M FC A

Cost of
food™)

No. of people

M FC A

No. of days
spent

MF C A

Amou
nt
paid
(N

1. Land

preparation

2. Planting

3. First

weeding

4. Second

weeding

5. Third

weeding

6. First
fertilizer

application

7. Second
fertilizer

application

8. Harvesting

9. Threshing

10.

Winnowing
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11.0thers
specify




Name of crops intercropped 1: (e.g Sorghum/ Cowpea)

M= Male, F= Female, C= Child, A= Aged
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Operation

Family
Labour

Hired labour

No.

people

of

MF C A

No. Of days
spent

MFC A

Cost of
food™)

No. of people

M FC A

No. of days
spent

MF C A

Amou
nt
paid
(N

1. Land

preparation

2. Planting

3. First

weeding

4. Second

weeding

5. Third

weeding

6. First
fertilizer

application

7. Second
fertilizer

application

8. Harvesting

9. Threshing

10.

Winnowing

285

11.0thers
specify




Name Of Crops INEIrCrOPPEU 2: ......uuuueeeimmmm e eeeeeeeeeeeeeeeeen s s s e e e e e e eeaaeereeeeeeeaeeeeeeennrnnes

M= Male, F= Female, C= Child, A= Aged
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Operation

Family
Labour

Hired labour

No.

people

of

MF C A

No. Of days
spent

MF C A

Cost of
food™)

No. of people

MF C A

No. of days
spent

MF C A

Amou
nt
paid
(N

1. Land

preparation

2. Planting

3. First

weeding

4. Second

weeding

5. Third

weeding

6. First
fertilizer

application

7. Second
fertilizer

application

8. Harvesting

9. Threshing

10.

Winnowing

287

11.0thers
specify




28. How many people actively participated in farmindiates such as planting, weeding

e.t.c in your household? 1. Men....... 2.or¢én......... 3. Children........ 4. Old
men/women.......
29. How many days in a week are available for feuonk in your household? .............. days

30. How many people actively participated in farghactivities such as planting, weeding
e.t.c as hired labourers? 1. Men....... 20Man......... 3. Children........ 4. Old
men/women.......

31. What was the average wage rate paid labofgeesach of the following categories for a
day's job? 1. MenN......... 2. WomenN......... 3. ChildreaN......... 4. Old
men/women-N..........

32. How much did you spend on labour hiring fapcproduction in 20112-N...................
33 a. Do you use animal traction for your productetivities? 1. YeL_—1 2. N
b. Do you own or hire traction animals fauy production activities?
1.0wn [] 2. Hire [
34. How much do you pay the person(s) operating th&k\aamals per day2-N...................

35. If you hired work animals, how much did yowesg on hiring them for crop production
activities in 2011?—N....................

36. Please supply the following information abting animal traction labour you utilised:

Activity Owned Hired Amount
paid (M)
No. of days No. of hours | No. of days No. of
hours
Ploughing | s i | e e e,
Ridge making | .cceies s | e i) eeeee

First weeding | .eeeee N S

Second wedding | ............. R PP e

37. Do you own or hire a plough? 1.Ow— 2. Hire— 3. Both own or hireJ
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4. None of the abovd—]

38. If you hired a plough, how much did you spersdcost for plough hiring in 2011?

39. Do you own or hire tractor? 1. Owr—! 2. Hire L1 3. Both own or hir&c—
4. None of the abové—]

40. How much did you spend as cost for tractorngirfor crop production in 20117?

41. How many hours did the tractor spend on yatmffor the following farm operations?

Operation Cropping system No. of Hrs Amount spent iN)

spent

Sole

Ploughing and harrowing

Ridging

Intercropping

Ploughing and harrowing

Ridging
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42. Please provide the following information abdu# inputs you used in 2011 cropping
season.

Input(s) Crop....cccceeeeeeeeens /| Crop...cccceeeeeeennn. /| Crop.....cceeeeennnns Crop....ccceeveeeeeenns
Qty(s
Qty(spec pecify Qty(spe

Qty(specif | Total ify unit | Total | unit of | Total cify
y unit of | Amt. of Amt. | measu| Amt. unit of | Total
measure | Spent( | measure | Spent | remen| Spent( | measur | Amt.
ment) N) ment N) t) N) ement) | Spent(N

1. Herbicides

2.

Insecticides

3.Fertilizers

4. Manures

5. Seeds

6. Others

(specify)
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43. Please provide the following information abthé farm implements you used in 2011 cropping seaso

Input(s) Crop....ccceeen) (O o] o J
...... /
Prese Present Prese
Total nt Total value/unit( nt
Amt. value Amt. N) value
Qt [Spent( [N /| Yr of SpentN Yr of /unit
y | N)/unit | unit purchase| Qty | /unit purchase
1. Hoes
2. Axes
3. Oxen
drawn
ploughs
4. Sickles
5. Ridger
6.Tractor
Drawn
plough

291



7. Harrow

8. Baskets

9.Cuttlasses

10.
Knapsack

sprayer

11.Tractor

12. Others
(specify)
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C. ACCES TO SERVICES

44. Please provide information about your usagethaf following services (tick the
appropriate response)

Type Farmers
Response
1. Credit services Yes No
2. Agric. Extension services Yes No
3. Veterinary services Yes No
4. Improved seeds Yes No
5. Fertilizer Yes No
6. Do you belong to farmerisYes No
association?
7. Fadamaland Yes No
8. Insurance company Yes No
9. Access to market Yes No

45. If you used credit facilities, how much diduy@ceive as agricultural credit in 20117

46. At what interest rate did you obtained thalire.............. %

47. What is the amount of money expected to be Ipactt in 20117

48. How many times did the extension agents vmitiy 201172..................
D. CROP OUTPUT, DISPOSAL AND INCOMES

48. How much did you spend for the following adias for the crops cultivated?

293



Activity |Crop.... |[No. |Amt [Cro | No. |Amt | Cro | No. | Amt | Cro | No. of | Amt
............ of spen | p..... | of spen| p..... | of spen| p..... | times | spen
...... Dist| time [t(N} | ........| time | t(N) | ......|time | t(N) | ........| travel | t(N)
ance(K|s |  |... s | | s | | led

1.Trans

b.Store

2.

3.

49. What is the total output, quantity sold andhcasome realized from the sale of the
following crops you produced for 20117

Crop Size

of

bag (Kg)

Total output
(bags)

Quantity
sold (bags)

bag

Price

per

Gross

income from

sales {N

Monocrops:

50. What was the estimated quantity of food reguiice consumption by your family per

month or for 2011?
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Food Item Quantity Size of| Quantity Total value
consumed bag(Kg) consumed (bags)| (N)

(Kg)per month
per year

1.Sorghum

2.Cowpea

3.Millet

4 Maize

5.Groundnuts

6.0thers
specify

E. LIVESTOCK INFORMATION

51. How many livestock do you own in 20117

Livestock Number | Average Livestock type Number | Average
type Price per Price per
head(N) head(N)

1.0xen 8.Sheep

2.Cows a. Lamb

3.Heifers b. Ewe

4 Calves 9.Goats

5.Bulls a. He goat

6.Donkeys b. She goat
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7. Horses

10.Poultry

11.0thers(specify

52. Estimate the sales of livestock and livestaddpcts in 2011.

Livestock Number Average Livestock Number Average
type Price  per| type Price  per
head(N) head(N)
1.0xen 12.Sheep
2.Cows a. Lamb
3.Heifers b. Ewe
4.Calves 13.Goats
5.Bulls a. He goat
6.Meat (Kg) b. She
goat
7.Manure(Kg) 14.

Milk(calabash)

8.Donkeys

15.Hides/Skin

9.Horses

11.Poultry

296




F. ASSET INFORMATION

59. Which of the following assets do own?

Asset

Number

Value at purchasBresent monetary

Ny

value per unit{N)

1.House

2.Car/Pick-up/Truck

3.Motorcycle

4.Bicycle

5.Grinding machine

6.Permanent trees

7. Storage facilities
(Rumbuy

8. Others specify

1. Modern (cemented, roofed with zinc—]
thatched grass) 1

60. Please indicate the type of house you own.
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G. PRODUCTION CONSTRAINTS

61. Please indicate constraints faced in crop yooh, rank them according to their
importance.

Constraints Not at all Very
important

Inadequate land 1 2 3 4 5
Inadequate labour 1 2 3 4 5
Inadequate capital/money 1 2 3 4 5
High fertilizer and seed pricg 1 2 3 4 5
Low price for output 1 2 3 4 5
Erosion problem 1 2 3 4 5
Yield decline 1 2 3 4 5
Lack of improved seed 1 2 3 4 5
Diseases and pests problem 1 2 3 4 5
Others specify 1 2 3 4 5

62. Rank the main constraints to the use of impd®eeds based on their importance.

No | Constraints Not at all very
important
1 | Not available 1 2 3 4 5
2 High price ofl 1 2 3 4 5
improved seed
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Lack of credit

Weather not good

Low price of output

Lack of knowledge

High price of fertilizer

Inadequate land

Poor straw quality

10

Others specify

1 2
1 2
1 2
1 2
1 2
1 2
1 2
1 2

63. Rank main constraints to the use of fertilizased on their importance.

No. Constraints Not at all very
important

1 Not available 1 2 5

2 High price of fertilizers 1 2 5

3 Lack of credit 1 2 5

4 Low price of output 1 2 5

6 Lack of knowledge 1 2 5

7 High price of improved 1 2 5
seed

8 Inadequate land 1 2 5

9 Late input delivery 1 2 5
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64. The following scenarios represent the outcofmes a game played by tossing up a coin.
The coin either appears on heads, or tails. Plgasese the game that you will like to play.
Note that the game is hypothetical.

Amount to be won if:

Game Heads Tails
O N 5000 -N5000
A N 4500 -N9500
B N 4000 -N12000
C N 3000 -N15000
D N 1000 -N19000
E NO N 20000

65. Given the game you have chosen to play in tegigus question, please indicate the
amount | will pay you not to play the game but @ast take the money i will offer you?

O A B C D E
1 -N5000 -N6300 N7200 -N8300 -N10000
2 N 5300 -N6500 -N7500 -N8700 -N10400
3 -N5600 -N6700 N7700 -N9100 -N10800
4 N 5900 -N6900 -N8000 -N9500 -N11200
5 N 6200 -N7100 -N8200 -N9900 -N11500
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66. Please indicate how important these sourcesloére to you.

Sources of risk

Not at all

important

vel

Flood/storm

Pests

Diseases

Erratic rainfall

Excessive rainfall

Insufficient rainfall

Drought

Fire outbreak

Change in government

agricultural policy

all

nd

lliness of household member

Difficulties for finding labour

Insufficient family labour

Loss of land/ ethnic clash

Theft

Market failure

Price fluctuation( of input
output)

an
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Family relationships

Insufficient work animals

Lack of work animals

Fertilizer

Changes in climatic conditions

67. Please indicate how important these risk managestrategies are to you.

Risk management Strategies

Not at all

important

ve

Spreading sales

Fertilizer provision

government/self

Training and education

Investing off- farm

Fadamacultivation

Intercropping

Adashgcash contribution)

Cooperative societies

Storage programme

Gathering market information

Having crop insurance
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Price support 1 2 3 4 5
Borrowing (cash or grains) 1 2 3 4 5
Family members working off- farm| 1 2 3 4 5
Household head working off-farm 1 2 3 4 5
Reduced consumption 1 2 3 4 5
Selling of assets 1 2 3 4 5
Faith in God 1 2 3 4 5
Planning expenditures 1 2 3 4 5
Spraying for diseases and pests

68. What other issues can you point out about proguction not covered in the discussion
so far.

Thank you for your cooperation.
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APPENDIX B: FACTOR ANALYSIS RESULTS FOR MONOCROPPERS AND
INTERCROPPERS

APPENDIX B1: VARIABLES USED IN FACTOR ANALYSIS FOR SOURCES OF
RISK FOR THE MONOCROPPERS AND INTERCROPPERS

For the monocrop and intercrop farmers, 21 souotessk variables were initially used for
the factor analysis. Ten out of the 21 variablasnfionocroppers have KMO-value greater
than 0.5 and these were the variables retainethéofactor analysis. Eleven variables which
include flood/storm, diseases, erratic rainfalte foutbreak, difficulties for finding labour,
market failure, price fluctuation (of input and put), family relationships, lack of work
animals, fertiliser and changes in climatic comais have KMO-values less than 0.5 and
hence they were excluded from the factor analy=ss.the intercroppers, 11 out of the 21
variables has KMO-value greater than 0.5 and wetained for the factor analysis. Ten
variables namely; flood/storm, diseases, erratiofalh, drought, fire outbreak, change in
government and agricultural policy, insufficientrfidy labour, market failure, lack of work
animals, and fertiliser has KMO-values less thah @hd hence were not included for the
factor analysis. However all the variables excludedhe factor analysis were used in the
regression analysis in the subsequent sectionde TBba shows the KMO-values of the
variables included in the factor analysis for tleirses of risk for the monocroppers and

intercroppers.

APPENDIX Bla: Result of the Kaiser-Meyer-Olkin (KMO) measure of sampling
adequacy for sources of risk for monocrop and intesrop farmers, Kebbi State, January
2012

Variables Monocroppers Intercroppers

KMO-Value KMO-Value
PST 0.689 0.696
EXRN 0.665 0.627
INRN 0.635 0.710
DRT 0.640
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CGPOL 0.646

ILL 0.765 0.635
INSLAB 0.725

LLEC 0.721 0.566
THEFT 0.695 0.545
INSWA 0.700 0.607
DFLAB 0.621
PCFLUC 0.517
FRSP 0.614
CHCLIM 0.711
OVERALL 0.691 0.630

The result contained in Table Bla reveals thathallvariables have KMQO'’s greater than 0.5
which is an indication that the variables can bedu®r the factor analysis. The variables are

interpreted as follows:

PST (VAR 2) indicates that the farmer identified pest as as®of risk which might reduce
crop yield.

EXRN (VAR 5) farmers perceive excessive rain as a source af Esgessive rain does not
only lead to poor harvest but it also affects thaliqy of grains which in turn influence the

price farmers receive for the produce.

INRN (VARG6) indicates that farmers sees insufficient rairdalla source of risk, insufficient
rainfall reduces crop yield.

DRT (VARY) indicates that the farmer perceived drought asuecsoof risk. The occurrence

of drought depending on the intensity can leadtal crop loss on the farm.

CGPOL (VAR 9) farmers indicated that change in government pakcg source of risk,

examples of such policies is price support andidylmn farm inputs.
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ILL (VAR10) indicates the illness of a household member asics of risk which can have

negative effect on labour input and finances.
INSLAB (VAR12) insufficient labour is a source of risk to thenfer.
THEFT (VAR 14) indicates that theft is a source of risk aversmthe farmers.

INSWA (VAR 18) indicates insufficient work animals as a sourceis which can cause

delay in farm operations.

DFLAB (VAR 11) imply that difficulty in finding labour is a sougcof risk to the farmer.

Untimely planting, weeding and harvesting can hedetrimental effect on crop yields.

PCFLUC (VAR 16) farmers perceived price fluctuation as a sources&fthat could affect

their profit or farm income.

FRSP (VAR 17)indicates that the farmer sees family relationslap a source of risk, lack
of cordial family relationship can affect the famseability to borrow money or grains in
times of need. Family relationships can also affettour availability especially where

farmers practice communal labour.

CHCLIM (VAR 21) climate change is perceived as a source of riglartaers because it is

associated with flood/storm, drought and irreguanfall.

The next step in the factor analysis was to detagrthie number of factors to be specified in
the analysis. The principal component analysis @aployed for this purpose. Factors with
Eigen values greater than 1 were considered adalefiar inclusion in the factor analysis.
For the risk source (monocroppers) three factonge Haigen values greater than 1, and
explained 61.49% of the total variation in the orad variables. Risk source (intercroppers)
have five factors with Eigen values greater tharwhich explained 69.79% of the total

variation in the original variables (Table 5.4).
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APPENDIX B2: VARIABLES USED IN FACTOR ANALYSIS FOR RISK
MANAGEMENT  STRATEGIES FOR THE MONOCROPPERS  AND
INTERCROPPERS

Twenty risk management strategy variables weralhjitused for the factor analysis. Twelve
out of the 20 variables for monocroppers have KMisgs less than 0.5 and hence they were
removed from the factor analysis. The variableslusled from the factor analysis are
spreading sales, fertiliser, provision of fertitid®y government/self, training and education,
investing off-farm, fadama cultivation, adashe (rotation savings), coopeeatsocieties,
having crop insurance, borrowing (cash or grairiginily members working off-farm,

reduced consumption and selling of assets.

For the intercrop farmers, 10 out of the 20 vasabhas KMO-value greater than 0.5 and
were retained for the factor analysis. Ten varmbhhich are, spreading sale, fertiliser
provision by government/selffadama cultivation, intercropping, cooperative societies,
storage progamme, borrowing (cash or grains), famiémber working off-farm, selling of

assets has KMO-values less than 0.5 and hence me¢rancluded in the factor analysis.

However all the risk management strategy variathlaswere excluded in the factor analysis
were used in the regressions in the subsequemnbiseappendix B2a shows the KMO-values
of the variables included in the factor analysis tbe risk management strategy for

monocroppers and intercroppers.

APPENDIX B2a: Result of the Kaiser-Meyer-Olkin (KMO) measure of sampling
adequacy for risk management strategy for monocromnd intercrop farmers, Kebbi
State, January 2012

Variable Monocroppers Intercroppers
KMO-value KMO-value

STRPR (VAR 9) 0.519

GTHMKIN 0.446 0.829

FAITH 0.591 0.564

PLEXPT 0.603 0.650

PRSUP 0.449 0.791

INTC 0.621

HHOFF 0.589 0.799

SPDISPT 0.575

TRED 0.683

INVOFF 0.661
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ADSH 0.923

HAVINS 0.803
RDCON 0.694
| OVERALL 0.559 0.741

The variables used for the factor analysis arerdest as follows.

STRPR (VAR 9) indicates storage programme as a risk managemeategt among
monocrop farmers. Storage programme ensures thatatiner does not sell all the farm
produce immediately after harvest when the pricedaw. Farmers store some farm produce

until planting time so as to get better pricestha produce.

GTHMKIN (VAR 10) indicates gathering market information; this imanagement strategy
which a farmers use in order to obtain good produeees, thus more profit from the farm

business.

FAITH (VAR 18) faith in God is indicated as a risk managementtesgsa by the
monocroppers, that is trusting God that the farrassacured and the harvest for the year will
be good.

PLEXPT (VAR 19) indicates planning expenditure as a risk managesteategy, planning
expenditure helps the farmers to reduce the cogbuging inputs. With good financial
planning farmers can buy inputs when the priceseaetively cheap thus reducing the cost of

production.

PRSUP (VAR 12) Price support is perceived as a risk managemeategy by the

moncroppers. Farmers are sure of better producespwith the price support policy.

INTC (VAR 6) indicate that the farmer consider intercroppingaasisk management
strategy.

HHOFF (VAR 15) indicates household head working off farm as & nsanagement
strategy. Off-farm work serves as a means of ge#iktra income for the household.
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SPDISPT (VAR 20)indicate spraying for diseases and pests as angslagement strategy,
because monocrops are susceptible to pests arabeésand its occurrence can devastate the

whole farm.

TRED (VAR 3) indicates that the intercrop farmers perceiveding and education as an
important risk management strategy. Training andcation expose the farmers to best
agronomic management practices that can improwguptivity.

INVOFF (VAR 4) investing off-farm is indicated as a risk manageinstrategy, it is a

source of extra income to the farmer in additioseoving as a reserve in case of crop failure.

ADSH (VAR 7) adashe (rotation savings) is perceived as a rakagement strategy by the

intercrop farmers, in hard times farmers can fattkoon their savings.

HAVINS (VAR 11) indicates having crop insurance as a managemategy. Insurance is
aimed at protecting farmers in the event of ungagtalue to natural and man-made disasters

for example drought, flood and fire outbreak.

RDCON (VAR16) indicates reduced consumption. Farmers reducedondumption during
hunger periods especially shortly before harvestrwinost of the storage barns are becoming

empty.

The principal component analysis was used to déterthe number of factors to be specified
in the factor analysis. Eigen values greater thawele considered acceptable for the
selection of the number of factors to be usedHerfactor analysis.

Risk management (monocroppers) have 3 factors wigen value greater than 1, that
explained 62.68% of the total variation in the orad variables. While for risk management
(intercroppers) three factors has Eigen value grebtin 1, and explained 71.25% of the total

variation in the original variables (Table 5.6).
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APPENDIX B3: MONOCROP RISK SOURCE

Descriptive Statistics

Mean Std. Analysis
Deviation N

YAROO0OL 21039 1.03204 98
VAROOOO| ;o304 goue 08
VAROOOO| ;g4 75837 08
VARODOOL 25000  1.13202 98
JAROO0OL 2 7551 1.00414 98
?)/AROOOl 2 1327 97004 98
YAROOOL 51837 98804 98
YARDOOL 20204 1.07435 98
YAROOOL 19400 1.02018 98
JARDOOL 24604 1.10485 98

KMO and Bartlett's Test

Kaiser-MeyerOlkin  Measure of Samplin

Adequacy. 691

Approx. Chi-Square | 225.564

Bartlett's Test o]

Sphericity df 45

Sig. .000
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Communalities

Initial | Extractio
n

\2/AROOOO 1.000 673
;/AROOOO 1.000 752
g/AROOOO 1.000 .693
\7/AROOOO 1.000 534
;/AROOOO 1.000 544
?)/AROOOl 1.000 554
\2/AR0001 1.000 674
;/AROOOl 1.000 625
XAROOOl 1.000 593
gAROOOl 1.000 508

Extraction Method: Principal
Component Analysis.
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Correlation Matrix

VAR00002| VARO0O0OO5 | VAR00006 | VARO0007 | VARO0009 | VAR00010| VAR00012| VARO0013| VAR00014| VARO0018

Correlation VAR00002 1.000 471 430 278 -.058 .036 -.056 -.134 -.088 -.099
VARO0005 A7l 1.000 .603 183 .048 .188 .304 184 .209 .019
VARO0006 430 .603 1.000 .108 -.087 .071 227 .053 -.058 -.065
VARO00007 278 .183 .108 1.000 .183 .145 -.129 -.017 .066 .165
VARO0009 -.058 .048 -.087 .183 1.000 322 .061 .031 190 .352
VARO00010 .036 .188 071 145 322 1.000 .265 294 451 .336
VARO00012 -.056 .304 227 -.129 .061 .265 1.000 482 405 .100
VARO00013 -.134 184 .053 -.017 .031 294 482 1.000 476 .235
VAR00014 -.088 .209 -.058 .066 190 451 405 476 1.000 194
VARO00018 -.099 .019 -.065 .165 .352 .336 .100 235 194 1.000
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Anti-image Matrices

VARO | VAR00GC | VAR00C | VAR0OOC | VAROOC | VAROOC | VAROOC | VAR0OOGC | VAR0OOC | VAR0OOG

VARO0000z | 0.64: -0.18¢ -0.10¢ -0.157 0.05: -0.044 0.06¢ 0.0¢ 0.04 0.05:
VARO0005 | -0.189  0.492| -0.252| -0.041| -0.046 0.005| -0.078| -0.038| -0.103 0.007

_ VARO0006 | -0.104 -0.252 0.555| -0.013 0.065 -0.04| -0.105 0 0.134 0.019
Anti- VARO00007 | -0.157 -0.041 -0.013 0.828 -0.103 -0.035 0.14 -0.012 -0.047 -0.099
Image  \AR00009 | 0.059 -0.046 0.065| -0.103 0.785| -0.149| -0.026 0.103| -0.035| -0.203
Covarian \,aAr00010 | -0.044 0.005 -0.04| -0.035| -0.149 0.678| -0.041| -0.039| -0.197| -0.145
ce VAR00012 | 0.069 -0.078| -0.105 0.14| -0.026| -0.041 0.631| -0.198| -0.121 0.015
VARO00013 0.08 -0.038 0 -0.012 0.103| -0.039| -0.198 0.63| -0.172| -0.123
VARO00014 0.04 -0.103 0.134| -0.047| -0.035| -0.197| -0.121| -0.172 0.593 0.029
VAR00018 | 0.053  0.007 0.019| -0.099| -0.203| -0.145 0.015| -0.123 0.029 0.773
VARO00002 688 -0.336| -0.178| -0.215 0.075| -0.066 0.108 0.126 0.065 0.075
VAROOOOE | -0.33¢ .66 -0.48: -0.06¢ -0.07: 0.00¢ -0.1¢ -0.06¢ -0.191 0.011

Antic VAROOOOE | -0.17¢ -0.48: 6382 -0.01¢ 0.09¢ -0.06¢ -0.177 0.001 0.23: 0.02¢
image VARO00007 | -0.21F -0.06¢ -0.01¢ .64C -0.12¢ -0.047 0.19: -0.017 -0.067 -0.12¢
Corelati VARO000S | 0.07¢ -0.07: 0.09¢ -0.12¢ 64¢€ -0.20¢ -0.037 0.147 -0.05: -0.267
on VARO001C | -0.06¢ 0.00¢ -0.06¢ -0.047 -0.20¢ 765 -0.06° -0.0€ -0.31 -0.207
VARO001Z | 0.10¢ -0.14 -0.177 0.19: -0.031 -0.06: 7282 -0.31¢ -0.19¢ 0.02:
VARO001: | 0.126 -0.06¢ 0.001 -0.017 0.147 -0.0¢ -0.31¢ 727 -0.281 -0.17¢
VARO0001Z | 0.06" -0.191 0.23: -0.067 -0.05: -0.31 -0.19¢ -0.281 .69 0.04:
VAR0001¢ | 0.07¢ 0.01] 0.02¢ -0.12¢ -0.26 -0.201] 0.02: -0.17¢ 0.04: 700

a. Measures of Sampling Adequacy(MSA)
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Total Variance Explained

Extraction Sums of Squared

Rotation Sums of Squared

Initial Eigenvalues Loadings Loadings

% of | Cumulative % of | Cumulative % of | Cumulative
Componen{ Total | Variance % Total | Variance % Total | Variance %
1 2.633] 26.331 26.331] 2.633] 26.331 26.331| 2.224| 22.245 22.245
2 2.039] 20.390 46.722| 2.039| 20.390 46.722| 2.127| 21.267 43.512
3 1478, 14.776 61.498| 1.478| 14.776 61.498| 1.799| 17.986 61.498
4 811 8.107 69.605
5 124 7.238 76.842
6 617 6.169 83.012
7 .507 5.071 88.083
8 447 4.473 92.556
9 430 4.302 96.858
10 314 3.142 100.000

Extraction Method: Principal Component Analysis.
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Component Matrix?

Component
1 2 3
VAR00002 161 A74 219
VARO00005 577 .644 -.071
VAROO0006 .350 742 -.141
VARO00007 231 .259 .643
VAR00009 .364 =277 579
VARO00010 .680 -.195 232
VAR00012 .645 -.066 -.503
VARO00013 .645 -.267 -.370
VAR00014 .692 -.309 -.133
VAR00018 439 -.348 441

Extraction Method: Principal Component Analysis.

a. 3 components extracted.
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Rotated Component Matrix?

Component
1 2 3
\2/AR0000 _ 292 788 .056
\5/AR0000 300 812 .056
ES/AROOOO 134 809 -.141
\7/AR0000 _254 368 578
;/AROOOO 042 -.077 732
gAROOOl 457 099 579
\2/AR0001 801 159 -.081
g/AROOOl 786 -.017 .082
XAROOOl 703 -.023 .314
g/AROOOl 197 -122 674

Extraction Method: Principal Component
Analysis.

Rotation Method: Varimax with Kaiser
Normalization.

a. Rotation converged in 5 iterations.
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Component Transformation Matrix

Componen| 1 2 3

t

1 778 .389 494
2 -.292 919 -.264
3 -.957 .062 .828

Extraction Method: Principal Component
Analysis.

Rotation Method: Varimax with Kaiser
Normalization.

RELIABILITY TEST
OVERALL

Case Processing Summary

N %
Valid 98 100.0]
Cases Excluded 0 .0
Total 98 100.0]

a. Listwise deletion based
variables in the procedure.

on

Reliability Statistics

N of
ltems

Cronbach's
Alpha

.653 10
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ltem Statistics

Mean Std.
Deviation
YAROOO 21939 103204 98
YARDOOOL 10388 sossy o8
VAROOOO| 1 g1g4 75537 98
VAROOOO| 55000 113204 o8
JAROOOL 27551f 100414 98
VAROOOL| 51357 97004 98
VAROOOL| 51637 ogsod o
YAROOU 20204 107439 o8
YAROOOU 10409 102014 o8
JAROOL 24604 110484 98
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Scale Statistics

Mean [Variance Std. N of
Deviation ltems
22.06124 24.903 4.99033 10
Factor 1
Case Processing Summary
N %
Valid 98 100.0]
Cases Excluded 0 .0
Total 98 100.0]
a. Listwise deletion based on
variables in the procedure.
Reliability Statistics
Cronbach's N of
Alpha ltems
714 3
ltem Statistics
Mean Std. N
Deviation
\2/AR0001 2.1837 .98804 98
;/AROOOl 2.0204 1.07435 98
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XAROOOl 1.9490‘ 1.02911 98
Scale Statistics
Mean | Variance Std. N of
Deviation ltems
6.1531 6.090 2.46774 3
Factor 2

Case Processing Summary

N %
Valid 98 100.0

Cases Excluded 0 .0
Total 98 100.0

a. Listwise deletion based on all
variables in the procedure.

Reliability Statistics

Cronbach's N of
Alpha ltems

37 3

Reliability Statistics

Item Statistics

Mea| Std. N
n |Deviat
ion
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VAR

0000 2.19|1.0320

9| 4 |98

VAR 93

0000 33 .89462( 98

VAR 01

0000 84 .75537| 98

Scale Statistics

Mean [Variance Std. N of
Deviation ltems

6.0510 | 4.791 2.18888 3

Factor 3

Case Processing Summary

N %
Valid 98 100.0

Cases Excluded 0 .0
Total 98 100.0

a. Listwise deletion based on
variables in the procedure.

Reliability Statistics

Cronbach's Alpha N of Items

.568 4
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ltem Statistics

Mean Std. N
Deviation
?)/'76‘ RO0O 2.5000 1.13292 98
?)/'96\ RO0O 2.7551 1.09414 98
\1/0AR000 21327 97004 98
YSAROOO 24694 110488 98
Scale Statistics

Mean | Variance Std. N of

Deviation ltems
9.8571 8.082 2.84297 4

APPENDIX B4: RISK SOURCE FOR INTERCROPPERS

Descriptive Statistics

Std. Analysis
Mean | Deviation N

VAR00002| 2.1019| 1.02021 157
VARO0005| 1.9045 .83038 157
VARO00006| 2.0510 .81489 157
VARO00010| 2.3057| 1.00424 157

VARO0011] 2.3694| 1.08182 157
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VARO0013| 1.9554 .93606 157
VAR00014| 1.6369 .87084 157
VARO00016| 2.5605| 1.11710 157
VAROO0017| 2.2229| 1.14690 157
VARO00018| 2.4968| 1.20695 157
VARO00021| 2.6561| 1.21272 157
KMO and Bartlett's Test
Kaiser-MeyerOlkin  Measure of Samplin
Adequacy. 630
Approx. Chi-Square | 302.029
Satete | Tes g =
Sig. .000
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Correlation Matrix

VAR00002] VAR00005] VAR00006] VAR00010| VAR00011] VAR00013| VAR00014] VAR00016| VAR00017| VAR00018] VAR0002

“orrelatior VAR00002 1.000 .360 487 145 273 199 -.009 .056 .057 125 15
VARO0005 .360 1.000 547 174 .068 .093 218 -.108 245 .009 .20
VARO0006 487 547 1.000 192 .182 .264 162 -.032 .146 .091 .18
VARO00010 .145 174 192 1.000 485 171 .252 .006 .091 112 12
VARO00011 273 .068 .182 485 1.000 124 .068 204 .083 227 A7
VARO00013 199 .093 .264 A71 124 1.000 468 -.086 .033 .059 .08
VAR00014 -.009 .218 162 .252 .068 468 1.000 -.106 .088 -.010 A7
VARO00016 .056 -.108 -.032 .006 .204 -.086 -.106 1.000 .057 077 .25
VARO00017 .057 245 146 .091 .083 .033 .088 .057 1.000 290 A7
VARO00018 125 .009 .091 112 227 .059 -.010 077 290 1.000 14
VAR00021 .158 .203 .186 124 176 .082 172 .252 A71 144 1.00
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Anti-image Matrices

VARO000 | VAROOO | VAROOO | VAROOO | VAROOO | VAROOO | VAROOO | VAROOO | VAROO0O | VAROO0O | VAROOO
02 05 06 10 11 13 14 16 17 18 21
Anti- VARO 673 -.124 -.190 .022 -.123 -.112 124 -.031 .057 -.046 -.032
image 0002
Covarianc
e VARO -.124 .595 -.248 -.047 .049 .109 -.112 .096 -.150 .076 -.077
0005
VARO -.190 -.248 572 -.024 -.020 -.114 .014 .007 -.004 -.022 -.029
0006
VARO .022 -.047 -.024 .702 -.315 -.006 -.124 .052 -.011 -.005 -.001
0010
VARO -.123 .049 -.020 -.315 .660 -.019 .022 -.137 .006 -113 -.038
0011
VARO -.112 .109 -114 -.006 -.019 701 -.317 .053 .006 -.025 .015
0013
VARO 124 -112 .014 -.124 .022 -.317 .676 .053 -.019 .040 -.111
0014
VARO -.031 .096 .007 .052 -.137 .053 .053 .854 -.045 .012 -.220
0016
VARO .057 -.150 -.004 -.011 .006 .006 -.019 -.045 841 -.242 -.061
0017
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Anti-
image
Correlatio
n

VARO
0018

VARO
0021

VARO
0010

VARO
0011

VARO
0013

VARO
0014

VARO
0005

VARO
0006

VARO
0016

VARO
0017

-.046

-.032

.033

-.185

-.163

.183

-.196

-.306

-.040

.076

.076

-.077

-.073

.078

.168

-.176

627

-.425

134

-.212

-.022

-.029

-.038

-.033

-.180

.022

-.425

710

.010

-.006

-.005

-.001

635

-.463

-.008

-.180

-.073

-.038

.067

-.014

-.113

-.038

-.463

617

-.027

.033

.078

-.033

-.183

.007
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-.025

.015

-.008

-.027

566"

-.461

.168

-.180

.069

.007

.040

-111

-.180

.033

-.461

545

-.176

.022

.070

-.025

.012

-.220

.067

-.183

.069

.070

134

.010

517

-.053

-.242

-.061

-.014

.007

.007

-.025

-.212

-.006

-.053

614

.853

-.069

-.006

-.150

-.032

.052

107

-.031

.014

-.286

-.069

.831

-.001

-.052

.020

-.148

-.109

-.043

-.262

-.073




VARO 696" -.196 -.306 .033 -.185 -.163 183 -.040 .076 -.061 -.043
0002
VARO -.061 107 -.031 -.006 -.150 -.032 .052 .014 -.286 607 -.082
0018
VARO -.043 -.109 -.043 -.001 -.052 .020 -.148 -.262 -.073 -.082 717
0021

Measures of Sampling Adequacy(MSA)

Total Variance Explained
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Extraction Sums of Squared Rotation Sums of Squared
Initial Eigenvalues Loadings Loadings

% of | Cumulative % of | Cumulative % of | Cumulative

Componen{ Total | Variance % Total | Variance % Total | Variance %
1 2.679| 24.358 24.358| 2.679| 24.358 24.358| 1.977| 17.972 17.972
2 1.515 13.773 38.131| 1.515| 13.773 38.131| 1.584| 14.404 32.376
3 1.309, 11.902 50.033| 1.309| 11.902 50.033| 1.537| 13.970 46.347
4 1.140, 10.366 60.399| 1.140| 10.366 60.399| 1.307| 11.884 58.231
5 1.033 9.394 69.793| 1.033 9.394 69.793| 1.272| 11.562 69.793




10

11

881
672
536
448
428

.357

8.013
6.110
4.871
4.070
3.894

3.248

77.806
83.916
88.788
92.858
96.752

100.000

Extraction Method: Principal Component Analysis.
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Communalities

Initial | Extraction
VAR00002| 1.000 .666
VARO0005| 1.000 .689
VARO00006{ 1.000 723
VARO00010| 1.000 .653
VARO0011] 1.000 A72
VARO00013| 1.000 592
VAR00014| 1.000 794
VARO00016| 1.000 .740
VARO00017| 1.000 27
VARO00018| 1.000 .637
VAR00021| 1.000 .684
Extraction Method: Principal

Component Analysis.

Component Matrix?

Component

1 2 3 4 5
VAR00002 .606 .018| -.389| -.383| -.010
VAR00005 .625 -.287| -.459| .073| .020
VARO00006 711 -.219| -.386| -.143| .020
VAR00010 538 .117| .459| -.260| -.268
VARO00011 525 .452| .330| -.381| -.193
VAR00013 470 -.411| .428| .064| .120
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VARO00014 438 -.449| .516| .293| .219
VARO00016 .075 .662| .030| -.069| .539
VARO0017 363 .228| -.166| .676| -.241
VARO00018 313 .460| .035| .372| -.435

VARO00021 449 .307|-.009| .254| .569

Extraction  Method: Principal Component
Analysis.

Rotated Component Matrix?

Component

1 2 3 4 5

VARO00002 747 -.106| .291 -1 .090
.061

VARO0005 784 .181 -| .176 -
.103 .015

VARO0006 .827| .155| .110| .054| .022

VARO00010 100 .284| .744| .080 -
.047

VARO00011 117 -.002| .846| .084| .190

VARO00013 149 731 177 . -
.051| .035

VARO00014 .034/ .888| .037| .047| .036

VARO00016 -| -.204| .154 -| .814
101 .035
VARO0017 146 .081 -| .827| .087
.089
VARO00018 -| -.094| .308| .729| .032
.016
VARO00021 .205 .237 -| .186| .742
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| ]

Extraction  Method: Principal Component
Analysis.

Rotation Method: Varimax with Kaiser
Normalization.

a. Rotation converged in 6 iterations.

Component Transformation Matrix

Component 1 2 3 4 5
1 .696| .424| .449| .300| .213
2 -.253| -.555| .402| .357| .581
3 -.636| .591| .487|-.096]| .009
4 -.216| .315|-.517| .760]| .098
5 .034| .252| -.364| -.443| .779

Extraction = Method: Principal Component
Analysis.

Rotation Method: Varimax with Kaiser
Normalization.

RELIABILITY TEST

Case Processing Summary

N %
Valid 157 100.0]
Cases Excluded 0 .0
Total 157 100.0]
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a. Listwise deletion based on
variables in the procedure.

Reliability Statistics

Cronbach's| Cronbach's N of
Alpha Alpha Based, Items
on
Standardizec
ltems
.648 .662 11
ltem Statistics

Mean Std. N
\Z/AROOOO 2.1019 1.02021 157
\S/AROOOO 1.9045 83038 157
XAROOOO 2.0510 .81489 157
B/AROOOl 2.3057 1.00424 157
YAROOOl 2.3694 1.08182 157
\B/AROOM 1.9554 93608 157
XAROOOl 1.6369 87084 157
gAROOOl 2.5605 1.11710 157
\7/AR0001 222294  1.1469d 157

332




JAROOOL 24068 120604 157
\l/AROOOZ 2.6561 1.21272 157
Summary Item Statistics
Mean | Minimu | Maximu [ Range | Maximum / |Varianceg N of
m m Minimum Items
ltem Means 2.206 1.637 2.656| 1.019 1.623 .096 11
ltem
: 1.064 .664 1.471 .807 2.215 .086 11

Variances

Scale Statistics
Mean [Variance Std. N of
Deviation ltems
24.2611 28.451 5.33391] 11
Factor 1

Case Processing Summary

N %
Valid 157  100.0

Cases Excluded 0 .0

Total 157 100.0f

a. Listwise deletion based on
variables in the procedure.

333




Reliability Statistics

Cronbach's| Cronbach's N of
Alpha Alpha Based, Items
on
Standardized
ltems
711 723 3
ltem Statistics
Mean Std. N
Deviation
\2/AR0000 2.1019 1.02021 157
\S/AROOOO 1.9045 83038 157
XAROOOO 2.0510 .81489 157
Summary Item Statistics
Mean | Minimu | Maximu [ Range | Maximum / |Variancg N of
m m Minimum ltems
Iltem Means 2.019 1.904 2.102 197 1.104 .011
ltem 798| 664 1.041 377 1567 044
Variances
Scale Statistics
Mean [Variance Std. N of
Deviation ltems
6.0573 4 554 2.13410 3
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Factor 2

Case Processing Summary

N %
Valid 157 100.0]
Cases Excluded 0 .0
Total 157 100.0f

a. Listwise deletip based on a
variables in the procedure.

Reliability Statistics

Cronbach's
Alpha

Cronbach's
Alpha Based
on
Standardizec
ltems

N of
ltems

.636

.637

ltem Statistics

Mean Std.
Deviation

VARO001
3

VARO0001
4

1.9554

1.6369

.93606

.87084

157

157
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Summary Item Statistics

Mean | Minimu | Maximu [ Range | Maximum / |Variancg N of
m m Minimum ltems
ltem Means 1.796 1.637 1.955 .318 1.195 .051
ltem 817  .758 876| 118 1155  .007
Variances
Scale Statistics
Mean |Variance Std. N of
Deviation ltems
3.5924 2.397 1.54818 2
Factor 3

Case Processing Summary

N %
Valid 157 100.0]
Cases Excluded 0 .0
Total 157 100.0]

a. Listwise deletion based on
variables in the procedure.

Reliability Statistics

Cronbach's| Cronbach's N of
Alpha Alpha Based| Items
on
Standardized
ltems

.652 .654 2
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ltem Statistics

Mean Std. N
Deviation
gAROOOl 2.3057 1.00424 157
\l/AR0001 2.3694 1.08182 157
Summary Item Statistics
Mean | Minimu | Maximu [ Range | Maximum / |Variancg N of
m m Minimum Iltems
Item Means 2.338 2.306 2.369 .064 1.028 .002
ltem 1089 1.008  1.170]  .162 1160 013
Variances
Scale Statistics
Mean [Variance Std. N of
Deviation ltems
4.6752] 3.234 1.79821 2
Factor 4
Case Processing Summary
N %
Valid 157 100.0j}
Cases Excluded 0 .0
Total 157 100.0]
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a. Listwise deletion based on
variables in the procedure.

Reliability Statistics

Cronbach's| Cronbach's N of
Alpha Alpha Based, Items
on
Standardized
ltems
449 .450 2
[tem Statistics
Mean Std. N
Deviation
¥AR0001 2222 11469 157
XAROOOl 24968  1.20604 157
Summary Item Statistics
Mean | Minimu | Maximu [ Range | Maximum / |Varianceg N of
m m Minimum ltems
ltem Means 2.360 2.223 2.497 274 1.123 .038
Item 1.386| 1.315| 1.457  .141 1.107]  .010
Variances
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Scale Statistics

Mean [Variance Std. N of
Deviation ltems
4.7197 3.575 1.89071

Case Processing Summary

N %
Valid 157 100.0]
Cases Excluded 0 .0
Total 157 100.0]

a. Listwise deletion based on
variables in the procedure.

Reliability Statistics

Cronbach's
Alpha

Cronbach's
Alpha Based
on
Standardizec
Items

N of
ltems

402

403

ltem Statistics

Mean

Std.
Deviation
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gAROOOl 2.5605 1.11710 157
\l/AROOOZ 2.6561 1.21272 157
Summary Item Statistics
Mean | Minimu | Maximu [ Range | Maximum / |Variancg N of
m m Minimum Iltems
[ltem Means 2.608 2.561 2.656 .096 1.037 .005
ltem 1359 1.248  1.471 223 1179|025
Variances
Scale Statistics
Mean [Variance Std. N of
Deviation ltems
5.2166 3.402 1.84432 2

APPENDIX B5: RISK MANAGEMENT STRATEGIES FOR MONOCRO PPERS

Descriptive Statistics

Std. Analysis

Mean | Deviation N
VAROO006| 2.4082 97216 98
VAROO0O009| 2.5714| 1.12149 98
VARO0010| 2.4592| 1.17682 98
VAR00012| 2.3163| 1.05123 98
VARO0015| 2.1837 .93442 98
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Component Analysis.

341

VARO00018| 2.2347| 1.05323 98
VARO00019| 2.5000[ 1.09592 98
VARO00020| 3.2347| 1.13792 98
KMO and Bartlett's Test
Kaiser-Meyer-Olkin .559
Measure of Sampling
Adequacy.
Bartlett's  Approx.| 158.678
Test of Chi-
Sphericity Square
df 28
Sig. .000
Communalities
Initial | Extraction
VARO00006 1.000 527
VAR00009| 1.000 538
VARO00010 1.000 .558
VARO00012 1.000 .631
VARO00015 1.000 (22
VAR00018 1.000 .640
VARO00019 1.000 77
VAR00020 1.000 .622
Extraction Method: Principal




Correlation Matrix

VARO00006| VARO0009 | VAR00010| VAR00012| VAR00015| VAR00018| VAR0O0019| VARO0020

Correlation VAR00006 1.000 -.112 123 -.007 .268 .208 232 332
VARO0009 -.112 1.000 213 .300 115 .007 .017 -211
VARO00010 123 213 1.000 .356 .063 162 .084 -.181
VARO00012 -.007 .300 .356 1.000 -.028 .081 192 .136
VARO00015 .268 115 .063 -.028 1.000 249 151 .153
VARO00018 .208 .007 162 .081 .249 1.000 .692 .306
VARO00019 232 .017 .084 192 151 .692 1.000 442
VAR00020 .332 -211 -.181 136 .153 .306 442 1.000
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Anti-image Matrices

VAR00006] VAR00009] VAR00010] VAR00012| VAR00015] VAR00018| VAR0O0019] VAR00020
Anti-image VAR00006 790 070 ~161 078 “177 011 ~.038 ~.190
Covariance VAR00009 070 807 -.037 -.223 -.154 014 -.039 169
VAR00010 -.161 -.037 735 _.275 -.016 -.103 016 213
VAR00012 078 -.223 _.275 722 077 067 _.074 -172
VAR00015 177 _.154 _.016 077 852 -.118 045 -.067
VAR00018 011 014 -.103 067 -.118 482 -.208 -.018
VAR00019 -.038 -.039 016 _.074 045 -.298 446 -.148
VAR00020 -.190 169 213 _172 -.067 -.018 -.148 622
Anti-image VAR00006 627 088 _211 104 -.216 018 -.064 _271
Correlation \/AR00009 088 519 -.049 -.292 -.185 023 -.064 238
VAR00010 _211 -.049 446 .377 -.020 _173 028 315
VAR00012 104 -.292 _.377 449 098 113 -.130 _.257
VAR00015 _216 -.185 -.020 098 589 _.184 074 -.092
VAR00018 018 023 _173 113 -.184 597 642 -.032
VAR00019 -.064 -.064 028 -.130 074 -.642 603 -.280
VAR00020 _271 238 315 .57 -.092 -.032 -.280 575

a. Measures of Sampling Adequacy(MSA)
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Total Variance Explained

Extraction Sums of Squared

Rotation Sums of Squared

Initial Eigenvalues Loadings Loadings

% of | Cumulative % of | Cumulative % of | Cumulative
Componen{ Total | Variance % Total | Variance % Total | Variance %
1 2.322) 29.020 29.020| 2.322] 29.020 29.020| 2.063| 25.791 25.791
2 1.629, 20.358 49.379| 1.629| 20.358 49.379| 1.647| 20.586 46.377
3 1.064| 13.300 62.679| 1.064| 13.300 62.679| 1.304| 16.301 62.679
4 917 11.459 74.138
5 .836| 10.453 84.590
6 .590 7.374 91.965
7 372 4.656 96.621
8 270 3.379 100.000

Extraction Method: Principal Component Analysis.
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Component Matrix?

Component

1 2 3

VARO0006 537 -.191| .450
VARO0009 .001 .718| .149
VARO00010 207, .699| .160
VARO00012 279 .661| -.341
VARO00015 431 .006| .732
VAR00018 791 .025| -.116
VARO00019 .828 .001| -.303

VAR00020 .645 -.387| -.236

Extraction Method: Principal
Component Analysis.

a. 3 components extracted.

Rotated Component Matrix*

Component
1 2 3
VARO00006 302 -.076| .656
VARO00009 -.158 .714| .049
VARO00010 0220 .731| .149
VAR00012 313 .681| -.264
VARO00015 .058 .115| .840
VAR00018 750 152 .233
VARO00019 .868 .125| .084
VAR00020 27 -285| 112
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Extraction Method: Principal
Component Analysis.
Rotation Method: Varimax with Kaiser
Normalization.

a. Rotation converged in 5 iterations.

Component Transformation

Matrix
Component 1 2 3
1 .887| .168| .430
2 -.129| .985| -.118
3 -443| .049| .895
Extraction Method: Principal
Component Analysis

Rotation Method: Varimax with
Kaiser Normalization.

RELIABILITY TEST
Overall

Case Processing Summary

N %
Valid 98 100.0]
Cases Excluded 0 .0
Total 98 100.0]

a. Listwise deletion based on
variables in the procedure.
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ltem Statistics

Mean Std. N
Deviation
XAROOOO 2.4082] 97216 98
gAROOOO 2.5714 1.12149 98
gAROOOl 24592  1.17682 98
\Z/AROOM 23163  1.05123 98
\S/AROOM 2.1837 93442 98
gAROOOl 22347 1.05323 98
gAROOOl 25000  1.09592 98
XAROOOZ 32347 1.13792 98
Summary Item Statistics
Mean | Minimu | Maximu [ Range | Maximum / |Variancg N of
m m Minimum ltems
[tem Means 2.489 2.184 3.235 1.051 1.481 .108
ltem 1146  873| 1.385 512 1586 030
Variances

347




Scale Statistics

Mean [Variance Std. N of
Deviation ltems
19.9082 18.971 4.35554 8
Factor 1
Reliability Statistics
Cronbach's| Cronbach's N of
Alpha Alpha Based, Items
on
Standardized
ltems
732 .735 3
ltem Statistics
Mean Std. N
Deviation
XAROOOl 22347 1.05323 98
gAROOOl 25000  1.09592 98
gAROOOZ 32347  1.13792 98
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Summary Item Statistics

Mean | Minimu | Maximu [ Range | Maximum / |Variancg N of
m m Minimum ltems
ltem Means 2.449 2.316 2.571 .255 1.110 .016
ltem
. 1.249 1.105 1.385 .280 1.253 .020
Variances
Scale Statistics
Mean |Variance Std. N of
Deviation ltems
7.3469 5.899 2.42879 3
Factor 2
Reliability Statistics
Cronbach's| Cronbach's N of
Alpha Alpha Based, Items
on
Standardized
ltems
547 .550 3
ltem Statistics
Mean Std. N
Deviation
XAROOOO 2.5714 1.12149 98
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gAROOOl 24592  1.17682 98
\Z/AROOM 23163  1.05123 98
Summary Item Statistics
Mean | Minimu | Maximu [ Range | Maximum / |Variancg N of
m m Minimum Iltems
Iltem Means 2.449 2.316 2.571 .255 1.110 .016
Iltem
. 1.249 1.105 1.385 .280 1.253 .020
Variances
Scale Statistics
Mean |Variance Std. N of
Deviation ltems
7.3469 5.899 2.42879 3
C3

Case Processing Summary

N %
Valid 98 100.0]
Cases Excluded 0 .0
Total 98 100.0]

a. Listwise deletion based on
variables in the procedure.

Reliability Statistics
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Cronbach's| Cronbach's N of
Alpha Alpha Based, Items
on
Standardized
ltems
423 423 2
ltem Statistics
Mean Std. N
Deviation
XAROOOO 2.4082 97216 98
g’AROOOl 2.1837 93442 98
Summary Item Statistics
Mean | Minimu | Maximu [ Range | Maximum / |Variancg N of
m m Minimum ltems
[tem Means 2.296 2.184 2.408 224 1.103 .025
ltem 909|  .873 945 072 1082 003
Variances
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APPENDIX B6: RISK MANAGEMENT STRATEGIES FOR INTERCR OPPERS

Descriptive Statistics

Mean Std. Analysis
Deviation N

\éarOOOO 2 1656 96906 151
\A/rarOOOO 2 1391 98685 151
‘7""“0000 2.0795 87577 151
\(/)ar0001 2 2715 97935 151
Y001 24040 104039 151
Yo%l 23377 101007 151
\éar0001 2 1258 94731 151
\éarOOOI 2.0662 90678 151
v 20539 110029 151
\éarOOOl 22848  1.06694 151

KMO and Bartlett's Test
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Kaiser-MeyerOlkin  Measure of Samplin

Adequacy. 741

Approx. Chi-Square | 821.035

Bartlett's Test o]

Sphericity df 45

Sig. .000

Communalities

Initial | Extractio
n
1.000 .889
1.000 841
1.000 .562
1.000 741
1.000 .806
1.000 671
1.000 482
1.000 .621
1.000 .760
1.000 152

Extraction Method: Principal
Component Analysis.
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Correlation Matrix

var00003| var00004| var00007| var00010| var00011| var00012| var00015| var00016| var00018| var00019
var00003] 1.000 .875 401 570 456 254 297 071 .204 .393
var00004| .875 1.000 404 485 406 271 402 183 226 475
var00007| .401 404 1.000 .558 .586 .388 414 212 162 211
var00010f .570 485 .558 1.000 755 .569 416 167 .265 276
var00011] .456 406 .586 755 1.000 .669 482 226 .168 .280
Correlation
var00012] .254 271 .388 .569 .669 1.000 377 401 .204 334
var00015| .297 402 414 416 482 377 1.000 .386 .288 215
var00016f .071 .183 212 167 226 401 .386 1.000 351 242
var00018] .204 226 162 .265 .168 204 .288 351 1.000 .623
var00019] .393 475 211 276 .280 334 215 242 .623 1.000
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Anti-image Matrices

var00003 vargooo var00007| var00010| var00011| var00012( var00015| var00016| var00018| var00019
var00003 183 -.148 .007 -.063 -.028 .030 .067 .046 -.025 .022
var00004 -.148 178 -.029 011 .028 .003 -.098 -.050 .061 -.091
var00007 .007| -.029 592 -.072 -.104 .030 -.061 -.042 .006 .008
var00010 -.063 011 -.072 318 -131 -.084 -.005 .057 -.095 .064
var00011 -.028 .028 -.104 -.131 292 -.139 -.097 .022 .058 -.037
Anti-image Covarianc
var00012 .030 .003 .030 -.084 -.139 439 .001 -.179 .068 -.100
var00015 .067 -.098 -.061 -.005 -.097 .001 .587 -.123 -.111 .090
var00016 .046 -.050 -.042 .057 .022 -.179 -.123 671 -.154 .050
var00018 -.025 .061 .006 -.095 .058 .068 -111 -.154 489 -.288
var00019 .022| -.091 .008 .064 -.037 -.100 .090 .050 -.288 434
var00003 683 -.821 .022 -.261 -.121 105 204 131 -.084 .078
Anti-image Correlatior var00004 -.821 661 -.089 .045 123 .010 -.303 -.144 .207 -.328
var00007 .022| -.089 923 -.166 -.251 .059 -.103 -.067 011 017
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var00010 -.261 .045 -.166 829 -.428 -.226 -.011 124 -.240 A71
var00011 -121 123 -.251 -.428 .803 -.390 -.235 .049 154 -.103
var00012 .105 .010 .059 -.226 -.390 79T .001 -.330 .146 -.229
var00015 .204 -.303 -.103 -.011 -.235 .001 799 -.196 -.207 179
var00016 131 -.144 -.067 124 .049 -.330 -.196 694 -.269 .092
var00018 -.084 207 011 -.240 154 146 -.207 -.269 564 -.626
var00019 .078 -.328 .017 A71 -.103 -.229 179 .092 -.626 650

a. Measures of Sampling Adequacy(MSA)

Total Variance Explained

Component Initial Eigenvalues Extraction Sums of Squared Loadings Rotation Sums of Squared Loadings

Total |[% of Variancgd Cumulative 99  Total | % of Variancqg Cumulative %9 Total | % of Variancg Cumulative %
1 4.424 44.238 44.238 4.424 44.238 44.238 3.069 30.687 30.687]
2 1.398 13.983 58.221 1.398 13.983 58.221 2.189 21.893 52.580
3 1.303 13.029 71.251 1.303 13.029 71.251 1.867 18.671 71.251
4 .7196 7.961 79.212
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10

.631
.518
413
.236
.188

.094

6.308
5.178
4.131
2.358
1.878

.936

85.520
90.697
94.828
97.186
99.064

100.000

Extraction Method: Principal Component Analysis.
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Component Matrix?

Component
1 2 3
\éarOOOO 718 -208| -575
\A/farOOOO 736| -.081 -541
\7/ar0000 678 -.286 142
\6ar0001 806 -.294 .068
\{ar0001 799  -.310 .265
\2/ar0001 684 -.029 451
\éar0001 641 052 262
\6/ar0001 430 480 453
\éar0001 469 730 -.084
;arOOOl 579 562 -.316
Extraction Metlod: Principal

Component Analysis.

a. 3 components extracted.
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Rotated Component Matrix?

Component
1 2 3
\éarOOOO 274 898 .088
\A/farOOOO 266 852 212
\7/ar0000 683 308 .005
\6ar0001 739 439 047
\{ar0001 853 277 .031
\2/ar0001 782 .002 245
\éar0001 615 115 301
\6/ar0001 428  -249 613
\éar0001 067 155 .855
;arOOOl 070 441 743
Extraction Method: Principal

Component Analysis.

Rotation Method: Varimax with
Kaiser Normalization.

a. Rotation converged in 7 iterations.

Component Transformation Matrix

Compone 1 2 3
nt
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1 750 532 394
2 -.324| -.223 919
3 576 -.817 .005
Extraction Method: Principe
Component Analysis.

Rotation Method: Varimax with Kaisi

Normalization.

Case Processing Summary

N %
Valid 151 100.0]
Cases Excluded 0 .0
Total 151 100.0f

a. Listwise deletion based on
variables in the procedure.

Reliability Statistics

Alpha

Cronbach's

N of
[tems

.853

10

ltem Statistics

Mean

Std.
Deviation
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\éarOOOO 2 1656 96906 151
\A/rarOOOO 2 1391 98685 151
varoOo0l po7e8 87577 151
\(/)ar0001 2 2715 97935 151
yar000) 24040 104034 151
Y00l 23377 101007 151
\éar0001 2 1258 94731 151
\éar0001 2 0662 90678 151
\8/ar0001 20530  1.1002d 151
VOOl 22848 106694 151
Scale Statistics
Mean |Variance Std. N of
Deviation ltems
21,9274 42.308  6.50444 10
Factorl

Case Processing Summary

N

%
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Cases Excluded

Valid

Total

151| 100.0|
0 0
151| 100.0|

a. Listwise deletion based on
variables in the procedure.

Reliability Statistics

Cronbach's
Alpha

N of
ltems

.846

ltem Statistics

Mean Std. N
Deviation
varodo0l po07e8 87577 151
\(/)ar0001 22715 97935 151
yar00OLl 24040 104034 151
Y00l 23377 101007 151
YOOl 21258 04731 151

Scale Statistics
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Mean |Variance Std. N of
Deviation ltems
11.2185 14.692 3.83300
Factor 2

Case Processing Summary

N %
Valid 151 100.0]
Cases Excluded 0 .0
Total 151 100.0]

a. Listwise deletion based
variables in the procedure.

Reliability Statistics

Cronbach's N of

Alpha

ltems

.800
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ltem Statistics

Mean Std. N
Deviation
\éarOOOO 2.1656 969068 151
Zaroooo 2.1391 08685 151
\éar0001 22848  1.06694 151
Scale Statistics
Mean [Variance Std. N of
Deviation ltems
6.5894 6.537 2.55675 3
Factor 3
Case Processing Summary
N %
Valid 151 100.0]
Cases Excluded 0 .0
Total 151 100.0]

a. Listwise deletion based on

variables in the procedure.

Reliability Statistics
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Cronbach's N of
Alpha ltems
512 2
ltem Statistics
Mean Std. N
Deviation
\éar0001 2.0662 90678 151
\éar0001 20530  1.10024 151
Scale Statistics
Mean |Variance Std. N of
Deviation ltems
4.1192 2.732 1.65299 2
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APPENDIX C: MULTICOLLINEARITY TEST

APPENDIX C1 MONOCROP: RISK AVERSION VERSUS RISK SOURCE,
EXPLANATORY VARIABLES AND RISK MANAGEMENT STRATEGY

Multiple Regression Report

Dependent

RA

Warning: At least one value was reset to 0.0 bexdwsas less than the machine zero of
0.0000000001.

Multicollinearity Section

Variance

Independent Inflation
Variable Factor
ADSH 2.3107
ASV 0.0000
BRW 2.0558
CHCLIM 1.8539
(COOP=1) 1.4866
COOPx 2.0848
DFLAB 1.9423
DIS 1.3057
EDU 1.7223
ERRN 1.8197
EXP 2.7040
FA1 1 2.9457
FA2 1 4.4503
FA3_1 2.4669

R2

Versus

Other I.V.'s

366

0.5672

0.5136
0.4606
0.3273
0.5203
0.4851
0.2341
0.4194
0.4505
0.6302
0.6605
0.7753

0.5946

Diagonal
of X'X
Tolerance Inverse
0.4328 3.571153E-02
0
0.4864 1.906427E-02
0.5394 1.425539E-02
0.6727 7.599601E-02
0.4797 1.564385E-02
0.5149 0.0144945
0.7659  9.699004E-03
0.5806 1.427139E-03
0.5495 1.073178E-02
0.3698 3.533313E-04
0.3395 3.036803E-02
0.2247 4.587913E-02
0.4054 2.543231E-02



FAC1_1
FAC2_1
FAC3 1
(FDM=1)
FDMCUL
FER
FERGOV
FLST
FMOFF
FROBK
FRSP
FS

GM
HAVINS
HHS
(HT=1)
INVOFF
KM
LCKWA
MKFL
PCFLUC
RDCON
SELAST

SPDSL

2.5146
2.2367
2.1101
2.0535
2.0292
2.9919
2.7239
1.6244
1.5989
2.4861
4.0582
2.0898
0.0000
3.9079
2.7815
2.4658
2.9420
1.7263
2.1780
2.1641
1.9475
3.3330
1.9270
1.6459

367

0.6023
0.5529
0.5261
0.5130
0.5072
0.6658
0.6329
0.3844
0.3746
0.5978
0.7536

0.5215

0.7441
0.6405
0.5945
0.6601
0.4207
0.5409
0.5379

0.4865
0.7000
0.4811

0.3924

0.3977
0.4471
0.4739
0.4870
0.4928
0.3342
0.3671
0.6156
0.6254
0.4022
0.2464

0.4785

0.2559
0.3595
0.4055
0.3399
0.5793
0.4591
0.4621
0.5135
0.3000
0.5189

0.6076

2.592405E-02
2.305914E-02
2.175356E-02
9.126501E-02
1.415615E-02
2.589227E-02
2.822653E-02
1.116606E-02
1.125562E-02
3.389529E-02
5.069567E-02
0.0293864
0
3.463955E-02
1.638522E-03
0.101025
0.032135
7.323991E-04
0.0161019
2.282379E-02
1.434458E-02
3.015427E-02
1.444677E-02
1.130203E-02



Multiple Regression Report
Dependent RA

Warning: At least one value was reset to 0.0 bexdwsas less than the machine zero of
0.0000000001.

Multicollinearity Section

Variance R2 Diagonal
Independent Inflation Versus of X'X
Variable Factor Other I.V.'s Tolerance Inverse
TRED 3.0170 0.6686 0.3314 3.748363E-02

Eigenvalues of Centered Correlations

Incremental Cumulative Condition

No. Eigenvalue Percent Percent Number

1 4.6382 11.893 11.893 1.000
2 2.8255 7.245 19.138 1.642
3 2.4812 6.362 25.500 1.869
4 2.2606 5.796 31.296 2.052
5 2.0302 5.206 36.502 2.285
6 1.8881 4.841 41.343 2.457
7 1.8607 4771 46.114 2.493
8 1.5915 4.081 50.195 2.914
9 1.4508 3.720 53.915 3.197
10 1.4096 3.614 57.529 3.290
11 1.3441 3.446 60.975 3.451
12 1.2821 3.288 64.263 3.618
13 1.1445 2.935 67.198 4.053
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14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39

1.0503
0.9651
0.8917
0.8693
0.8157
0.7672
0.7459
0.7160
0.6106
0.5878
0.5157
0.4917
0.4897
0.4721
0.4196
0.3844
0.3239
0.3044
0.2878
0.2163
0.1998
0.1819
0.1443
0.1315
0.1142

0.0960
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2.693
2.475
2.287
2.229
2.092
1.967
1.912
1.836
1.566
1.507
1.322
1.261
1.256
1.210
1.076
0.986
0.831
0.781
0.738
0.555
0.512
0.466
0.370
0.337
0.293

0.246

69.891
72.365
74.652
76.881
78.972
80.940
82.852
84.688
86.254
87.761
89.083
90.344
91.599
92.810
93.886
94.871
95.702
96.483
97.221
97.775
98.288
98.754
99.124
99.461
99.754

100.000

4.416
4.806
5.201
5.335
5.686
6.045
6.219
6.478
7.596
7.891
8.994
9.433
9.472
9.825
11.053
12.067
14.318
15.237
16.115
21.445
23.209
25.502
32.141
35.265
40.631

48.310



All Condition Numbers less than 100. Multicollinggris NOT a problem.

APPENDIX C2: INTERCROPS: RISK ATTITUDE VERSUS EXPLA NATORY
VARIABLES, RISK SOURCE AND RISK MANAGEMENT STRA TEGY

Multiple Regression Report
than the machine zero of 0.0000000001.

Multicollinearity Section

Variance R2 Diagonal

Independent Inflation Versus of X'X
Variable Factor Other I.V.'s Tolerance Inverse
ASV 0.0000 0
BRW 1.3299 0.2481 0.7519 6.497546E-03
CGPOL 1.3966 0.2840 0.7160  6.140568E-03
(COOP=1) 1.4829 0.3256 0.6744 5.308615E-02
COOPx 1.3280 0.2470 0.7530  5.687702E-03
DIS 1.3418 0.2547 0.7453 5.818387E-03
DRT 1.6635 0.3989 0.6011  9.574352E-03
EDU 1.3680 0.2690 0.7310 5.344784E-04
ERRN 1.5364 0.3491 0.6509  6.274763E-03
EXP 1.6798 0.4047 0.5953 1.32681E-04
FA1 1 3.1475 0.6823 0.3177 2.098342E-02
FA2_1 3.8087 0.7374 0.2626 2.539122E-02
FA3_1 2.2044 0.5464 0.4536 1.469629E-02
FAC1_1 2.6037 0.6159 0.3841 1.696945E-02
FAC2_1 1.9020 0.4742 0.5258 1.305015E-02
FAC3_1 2.1758 0.5404 0.4596 1.468387E-02
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FAC4 1
FAC5_1
(FDM=1)
FDMCUL
FER
FERGOV
FLST
FMOFF
FROBK
FS

GM
HHS
(HT=1)
INSLAB
INTC
KM
LCKWA
MKFL
SELAST
SPDISPT
SPDSL

STRPR

1.5371
1.3716
1.2203
2.6987
2.3145
4.2318
1.4226
1.6347
2.7432
1.7317
0.0000
1.6990
2.1342
2.3152
1.4427
1.2511
1.7264
1.6032
1.3467
2.4064
1.2840

1.4132

371

0.3494
0.2709
0.1805
0.6294
0.5680
0.7637
0.2970
0.3883
0.6355
0.4225

0.4114
0.5314
0.5681
0.3068
0.2007
0.4207
0.3763
0.2575
0.5844
0.2212
0.2924

0.6506
0.7291
0.8195
0.3706
0.4320
0.2363
0.7030
0.6117
0.3645

0.5775

0.5886
0.4686
0.4319
0.6932
0.7993
0.5793
0.6237
0.7425
0.4156
0.7788

0.7076

1.024659E-02
9.148602E-03
3.814963E-02
1.254625E-02
1.302148E-02
2.402285E-02
5.324353E-03
7.407433E-03
0.0190814
1.897673E-02
0
1.128971E-03
6.381595E-02
1.521442E-02
6.002506E-03
4.73344E-04
1.019243E-02
9.194282E-03
6.13551E-03
1.072172E-02
6.245381E-03
7.32736E-03



Multiple Regression Report
Dependent RA

Warning: At least one value was reset to 0.0 bexduwsgas less than the machine zero of
0.0000000001.

Eigenvalues of Centered Correlations

Incremental Cumulative Condition

No. Eigenvalue Percent Percent Number

1 3.9250 10.329 10.329 1.000
2 2.4606 6.475 16.804 1.595
3 2.1811 5.740 22.544 1.800
4 1.9305 5.080 27.624 2.033
5 1.7945 4.722 32.347 2.187
6 1.7267 4.544 36.890 2.273
7 1.6027 4.218 41.108 2.449
8 1.4773 3.888 44.996 2.657
9 1.3888 3.655 48.650 2.826
10 1.3632 3.587 52.238 2.879
11 1.2499 3.289 55.527 3.140
12 1.2027 3.165 58.692 3.263
13 1.1283 2.969 61.661 3.479
14 1.0980 2.889 64.551 3.575
15 1.0844 2.854 67.404 3.619
16 1.0336 2.720 70.124 3.798
17 1.0038 2.642 72.766 3.910
18 0.9328 2.455 75.221 4.208
19 0.8404 2.212 77.432 4.670
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20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38

0.7870
0.7488
0.7405
0.6981
0.6409
0.5567
0.5479
0.5212
0.4798
0.4648
0.4212
0.3516
0.3168
0.3101
0.3059
0.2612
0.1822
0.1421

0.0990

2.071
1.970
1.949
1.837
1.687
1.465
1.442
1.371
1.263
1.223
1.108
0.925
0.834
0.816
0.805
0.687
0.479
0.374

0.261

79.503
81.474
83.422
85.259
86.946
88.411
89.853
91.225
92.487
93.710
94.819
95.744
96.578
97.394
98.199
98.886
99.365
99.739

100.000

4.987
5.242
5.301
5.622
6.124
7.050
7.164
7.531
8.181
8.445
9.318
11.162
12.391
12.658
12.831
15.027
21.547
27.617

39.642

All Condition Numbers less than 100. Multicollinggis NOT a problem.
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APPENDIX C3: MONOCROPPERS RISK SOURCE VERSUS EXPLANATORY

VARIABLES, RISK ATTITUDE AND MANGEMENT STRATEGY

Multiple Regression Report

Dependent

FAC1_ 1

Warning: At least one value was reset to 0.0 bexduwsas less than the machine zero of
0.0000000001.

Multicollinearity Section

Variance

Independent Inflation
Variable Factor
ADSH 1.9556
ASV 0.0000
BRW 1.7147
(COOP=1) 1.3598
COOPx 1.6968
EDU 1.2213
EXP 2.0059
FA1 1 1.6514
FA2 1 2.4915
FA3_1 2.0495
(FDM=1) 1.5765
FDMCUL 1.7011
FERGOV 2.2678
FMOFF 1.3076
FS 1.8305
GM 0.0000

R2

Versus

Other I.V.'s

374

0.4887

0.4168
0.2646
0.4107

0.1812

0.5015
0.3944
0.5986
0.5121

0.3657

0.4122
0.5590
0.2353

0.4537

Diagonal

Tolerance

0.5113

0.5832
0.7354
0.5893

0.8188

0.4985
0.6056
0.4014
0.4879

0.6343

0.5878
0.4410
0.7647

0.5463

of X'X
Inverse
3.022411E-02

0

1.590092E-02
6.951736E-02
1.273256E-02
1.011969E-03
2.621101E-04
1.702438E-02
2.568536E-02
2.112862E-02
7.006861E-02
1.186718E-02
2.350014E-02
9.205475E-03
2.574059E-02

0



HAVINS
HHS
(HT=1)
INVOFF
KM

RA
RDCON
SELAST
SPDSL

TRED

2.3889
2.3278
2.1379
2.7252
1.2665
1.5128
1.9483
1.5924
1.5513

2.4130

Dependent

0.5814 0.4186
0.5704 0.4296
0.5322 0.4678
0.6331 0.3669
0.2105 0.7895
0.3390 0.6610
0.4867 0.5133
0.3720 0.6280
0.3554 0.6446
0.5856 0.4144
FACL 1

2.117497E-02
1.371266E-03
8.758842E-02
2.976743E-02
5.373592E-04
1.056847E-02
1.762715E-02
1.193825E-02
1.065187E-02

2.997877E-02

Warning: At least one value was reset to 0.0 bexdwsas less than the machine zero of
0.0000000001.

Eigenvalues of Centered Correlations

Incremental Cumulative

No. Eigenvalue
1 3.3379
2 2.5568
3 2.0082
4 1.7916
5 1.7533
6 1.4850
7 1.2867
8 1.2645
9 1.1195
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Condition
Percent Percent Number
12.838 12.838 1.000
9.834 22.672 1.305
7.724 30.396 1.662
6.891 37.286 1.863
6.743 44.030 1.904
5.711 49.741 2.248
4.949 54.690 2.594
4.864 59.554 2.640
4.306 63.859 2.982



10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26

1.0408
1.0296
1.0140
0.8362
0.7727
0.6441
0.5857
0.5770
0.5271
0.4720
0.4051
0.3631
0.3048
0.2548
0.2140
0.1837

0.1719

4.003
3.960
3.900
3.216
2.972
2477
2.253
2.219
2.027
1.815
1.558
1.396
1.172
0.980
0.823
0.707

0.661

67.862
71.823
75.723
78.939
81.911
84.388
86.641
88.860
90.887
92.703
94.261
95.657
96.829
97.809
98.632
99.339

100.000

3.207
3.242
3.292
3.992
4.320
5.182
5.699
5.785
6.333
7.072
8.240
9.193
10.950
13.102
15.598
18.169

19.420

All Condition Numbers less than 100. Multicollinggis NOT a problem.
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APPENDIX C4: INTERCROPPERS RISK SOURCE VERSUS EXPLANATORY
VARIABLES, RISK ATTITUDE AND RISK MANGEMENT STRATEG Y

Dependent FAC1_ 1

Warning: At least one value was reset to 0.0 bexduwsgas less than the machine zero of
0.0000000001.

Multicollinearity Section

Variance R2 Diagonal
Independent Inflation Versus of X'X
Variable Factor Other I.V.'s Tolerance Inverse
ASV 0.0000 0
BRW 1.2548 0.2031 0.7969 6.130764E-03
(COOP=1) 1.2683 0.2115 0.7885 4.540404E-02
COOPx 1.1986 0.1657 0.8343 5.133555E-03
EDU 1.2000 0.1666 0.8334  4.688148E-04
EXP 1.5012 0.3339 0.6661 1.185745E-04
FA1 1 2.4095 0.5850 0.4150 1.606352E-02
FA2_1 2.6612 0.6242 0.3758 1.774109E-02
FA3_1 1.8325 0.4543 0.5457 1.221653E-02
(FDM=1) 1.1073 0.0969 0.9031 3.461801E-02
FDMCUL 2.3506 0.5746 0.4254 0.010928
FERGOV 2.6732 0.6259 0.3741 1.517473E-02
FMOFF 1.4736 0.3214 0.6786 6.677173E-03
FS 1.3860 0.2785 0.7215 1.518827E-02
GM 0.0000 0
HHS 1.5535 0.3563 0.6437 1.03232E-03
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(HT=1)
INTC
KM

RA
SELAST
SPDISPT
SPDSL

STRPR

2.0147
1.3004
1.1454
1.2094
1.1965
1.9173
1.1819

1.2329

Dependent

0.5036 0.4964
0.2310 0.7690
0.1270 0.8730
0.1731 0.8269
0.1643 0.8357
0.4784 0.5216
0.1539 0.8461
0.1889 0.8111
FAC1 1

6.024114E-02
5.410367E-03
4.333452E-04
2.945446E-03
5.451285E-03
8.542544E-03
5.748861E-03

6.392899E-03

Warning: At least one value was reset to 0.0 bexduwsgas less than the machine zero of
0.0000000001.

Eigenvalues of Centered Correlations

Incremental Cumulative

No. Eigenvalue
1 2.5397
2 2.0174
3 1.9633
4 1.7341
5 1.4464
6 1.3334
7 1.2276
8 1.1235
9 1.1148
10 1.0667
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Condition
Percent Percent Number
10.582 10.582 1.000
8.406 18.988 1.259
8.180 27.168 1.294
7.225 34.393 1.465
6.027 40.420 1.756
5.556 45.976 1.905
5.115 51.091 2.069
4.681 55.772 2.261
4.645 60.417 2.278
4.445 64.862 2.381



11
12
13
14
15
16
17
18
19
20
21
22
23

24

1.0318
0.9521
0.8538
0.7852
0.7467
0.7381
0.6884
0.6144
0.4889
0.4678
0.3847
0.3200
0.2034

0.1578

4.299
3.967
3.557
3.272
3.111
3.076
2.868
2.560
2.037
1.949
1.603
1.333
0.847

0.657

69.161
73.128
76.685
79.957
83.068
86.144
89.012
91.572
93.610
95.559
97.162
98.495
99.343

100.000

2.461
2.667
2.975
3.235
3.401
3.441
3.689
4.133
5.194
5.429
6.602
7.937
12.487

16.096

All Condition Numbers less than 100. Multicollinggris NOT a problem.
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APPENDIX C5: MONOCROP MANAGEMENT VERSUS EXPLANATORY VARIABLES,
RISK ATTITUDE AND SOURCES OF RISK

Dependent

FAL 1

Warning: At least one value was reset to 0.0 bexduwsgas less than the machine zero of
0.0000000001.

Multicollinearity Section

Variance

Independent Inflation
Variable Factor
ASV 0.0000
CHCLIM 1.5027
(COOPx=1) 1.1474
DFLAB 1.5560
DIS 1.1456
EDU 1.4959
ERRN 1.1761
EXP 1.7905
FAC1_1 1.8328
FAC2_ 1 1.6178
FAC3_1 1.6710
(FDM=1) 1.3508
FER 1.5548
FLST 1.3977
FROBK 1.7146
FRSP 2.2085
FS 1.4356

R2 Diagonal
Versus of X'X
Other I.V.'s Tolerance Inverse
0

0.3345 0.6655 1.155501E-02

0.1285 0.8715 5.865818E-02
0.3573 0.6427 1.161171E-02

0.1271 0.8729 8.509932E-03
0.3315 0.6685  1.239527E-03

0.1498 0.8502 6.936381E-03
0.4415 0.5585  2.339632E-04

0.4544 0.5456 1.889471E-02
0.3819 0.6181  1.667869E-02
0.4016 0.5984 1.722665E-02
0.2597 0.7403 6.003744E-02

0.3568 0.6432 0.0134553
0.2845 0.7155  9.607303E-03
0.4168 0.5832 2.337657E-02

0.5472 0.4528 2.758873E-02
0.3034 0.6966  2.018771E-02
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GM 0.0000 0

HHS 1.8030 0.4454 0.5546 1.062085E-03
(HT=1) 1.9431 0.4854 0.5146 7.961015E-02
KM 1.3984 0.2849 0.7151 5.932829E-04
LCKWA 1.6996 0.4116 0.5884 1.256463E-02
MKFL 1.5289 0.3460 0.6540 1.612528E-02
PCFLUC 1.3794 0.2750 0.7250 1.016005E-02
RA 1.2979 0.2295 0.7705 0.0090671
Dependent FA1 1

Warning: At least one value was reset to 0.0 bexduwsgas less than the machine zero of
0.0000000001.

Eigenvalues of Centered Correlations

Incremental Cumulative Condition

No. Eigenvalue Percent Percent Number

1 2.8380 11.352 11.352 1.000
2 2.1978 8.791 20.143 1.291
3 1.9149 7.660 27.803 1.482
4 1.7360 6.944 34.747 1.635
5 1.6057 6.423 41.170 1.767
6 1.4874 5.950 47.119 1.908
7 1.4575 5.830 52.949 1.947
8 1.1738 4.695 57.645 2.418
9 1.0614 4.246 61.890 2.674
10 1.0306 4.122 66.013 2.754
11 0.9924 3.970 69.982 2.860
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12
13
14
15
16
17
18
19
20
21
22
23
24

25

0.8855
0.8127
0.7591
0.7347
0.6734
0.6541
0.5206
0.4977
0.4729
0.3704
0.3543
0.3058
0.2528

0.2102

3.542
3.251
3.037
2.939
2.694
2.617
2.083
1.991
1.892
1.482
1.417
1.223
1.011

0.841

73.524
76.775
79.812
82.751
85.444
88.061
90.143
92.134
94.026
95.507
96.925
98.148
99.159

100.000

3.205
3.492
3.738
3.863
4.215
4.339
5.451
5.703
6.001
7.661
8.009
9.280
11.226

13.503

All Condition Numbers less than 100. Multicollinggris NOT a problem.
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APPENDIX C6: INTERCROPPERS MANGEMENT VERSUS EXPLANA TORY
VARIABLES, RISK ATTITUDE AND RISK SOURCES

Dependent FAL1 1

Warning: At least one value was reset to 0.0 bexduwsgas less than the machine zero of
0.0000000001.

Multicollinearity Section

Variance R2 Diagonal
Independent Inflation Versus of X'X
Variable Factor Other I.V.'s Tolerance Inverse
ASV 0.0000 0
CGPOL 1.2974 0.2292 0.7708 5.704495E-03
(COOPx=1) 1.1568 0.1355 0.8645 4.141156E-02
DIS 1.1141 0.1024 0.8976 4.830942E-03
DRT 1.5165 0.3406 0.6594  8.728076E-03
EDU 1.2521 0.2013 0.7987 5.029762E-04
ERRN 1.2963 0.2286 0.7714 5.294167E-03
EXP 1.5612 0.3595 0.6405 1.240623E-04
FAC1_ 1 2.1947 0.5444 0.4556 0.0143037
FAC2_1 1.6360 0.3888 0.6112 1.122512E-02
FAC3_1 1.8121 0.4482 0.5518 1.222919E-02
FAC4_1 1.2638 0.2087 0.7913 8.424908E-03
FAC5_1 1.2484 0.1990 0.8010 8.32669E-03
(FDM=1) 1.2003 0.1669 0.8331 0.0379978
FER 1.8619 0.4629 0.5371 1.047497E-02
FLST 1.2843 0.2214 0.7786 4.806853E-03
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FROBK
FS

GM
HHS
(HT=1)
INSLAB
KM
LCKWA
MKFL

RA

2.5516
1.2939
0.0000
1.5946
1.6753
1.9102
1.1651
1.5494
1.3564
1.2836

Dependent

0.6081

0.2272

0.3729
0.4031
0.4765
0.1417
0.3546
0.2628

0.2210

0.3919

0.7728

0.6271
0.5969
0.5235
0.8583
0.6454
0.7372

0.7790

FAL 1

1.774896E-02
1.366862E-02
0
1.013481E-03
5.116782E-02
1.255299E-02
4.438905E-04
9.147787E-03
7.779073E-03

2.890561E-03

Warning: At least one value was reset to 0.0 bexduwsgas less than the machine zero of
0.0000000001.

Eigenvalues of Centered Correlations

Incremental Cumulative

No. Eigenvalue
1 2.8637
2 2.2567
3 1.6785
4 1.5787
5 1.5117
6 1.3778
7 1.3274
8 1.2633
9 1.1367

Condition
Percent Percent Number
11.014 11.014 1.000
8.679 19.694 1.269
6.456 26.149 1.706
6.072 32.221 1.814
5.814 38.036 1.894
5.299 43.335 2.078
5.105 48.440 2.157
4.859 53.299 2.267
4.372 57.671 2.519
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10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26

1.1149
1.0407
1.0012
0.9727
0.8899
0.8209
0.7046
0.6676
0.6069
0.5588
0.5005
0.4633
0.4253
0.3988
0.3362
0.3220

0.1812

4.288
4.003
3.851
3.741
3.423
3.157
2.710
2.568
2.334
2.149
1.925
1.782
1.636
1.534
1.293
1.238

0.697

61.960
65.962
69.813
73.554
76.977
80.134
82.844
85.412
87.746
89.895
91.820
93.602
95.238
96.772
98.065
99.303

100.000

2.569
2.752
2.860
2.944
3.218
3.489
4.064
4.289
4.718
5.125
5.722
6.180
6.734
7.181
8.519
8.894

15.805

All Condition Numbers less than 100. Multicollinggis NOT a problem.
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APPENDIX D: LOGIT REGRESSION

APPENDIX D1: CORRELATION

FRMTYP  EXP ASV RA FS LD

FRMTYP 1
EXP -0.18675 1
ASV -0.34975 0.104984 1
RA 0.274752 -0.07761 -0.19344 1
FS -0.06704 0.2067130.225044 -0.0334 1

LD 0.102065 0.042705 -0.00576 0.039864-0.0015 1

APPENDIX D2: MULTICOLLINEARITY TEST VARIABLES INFLU  ENCING THE
CHOICE OF CROPPING SYSTEM

Multiple Regression Report
Dependent FRMTYP

Warning: At least one value was reset to 0.0 bexduwsas less than the machine zero of
0.0000000001.

Run Summary Section

Parameter Value Parameter Value
Dependent Variable FRMTYP Rows Processed 256
Number Ind. Variables 6 Rows Filtered Out 0
Weight Variable None Rows with X's Missing 1
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R2 0.2012 Rows with Weight Missing 0
Adj R2 0.1819 Rows with Y Missing 0
Coefficient of Variation 0.7101 Rows Used in Estiloa 255
Mean Square Error 0.1935903 Sum of Weights 255.000
Square Root of MSE 0.439989 Completion Status Nbrma
Completion

Ave Abs Pct Error

57.707

Regression Equation Section

Regression Standard
Independent Coefficient
Variable b(i)
Intercept 0.8946
ASV 0.0000
EXP -0.0074
FS 0.0252
(LD=1) 0.1144
(LD=2) -0.3239
RA 0.0948

Dependent

T-Value

Error to test
Sb(i) HO:B(i)=0
0.0976 9.166
0.0000 0.000
0.0031 -2.374
0.0354 0.713
0.0595 1.923
0.4492 -0.721

0.0282 3.358

FRMTYP

Reject Power

Prob HOat @ Test

Level

0.0000

1.0000
0.0184
0.4766
0.0557
0.4716

0.0009

5%? at5%
Yes 1.0000
No 0.0500
Yes 0.6571
No 0.1095
No 0.4822
No 0.1109

Yes 0.9170

Warning: At least one value was reset to 0.0 bexdwsas less than the machine zero of
0.0000000001.

Multicollinearity Section

Variance R2

Independent Inflation
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Variable
ASV
EXP

FS
(LD=1)
(LD=2)

RA

Factor Other I.V.'s

0.0000

1.0791 0.0733
1.0933 0.0853
1.0114 0.0113
1.0384 0.0370
1.0472 0.0450

Tolerance

0.9267
0.9147
0.9887
0.9630

0.9550

Eigenvalues of Centered Correlations

Incremental Cumulative Condition

No. Eigenvalue Percent
1 1.4694 24.489
2 1.1021 18.369
3 1.0368 17.280
4 0.9210 15.351
5 0.7771 12.951
6 0.6936 11.560

Inverse
0
5.063669E-05
6.461802E-03
1.829933E-02
1.042502

4.119148E-03

Percent Number
24.489 1.000
42.858 1.333
60.138 1.417
75.488 1.595
88.440 1.891

100.000 2.118

All Condition Numbers less than 100. Multicollinggris NOT a problem.

Logistic Regression Report

Page/Date/Time 1 2012/08/25 04:48:29 PM

Database

Response FRMTYP

Parameter Estimation Section
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Chi-

Regression Standard Square Prob Last
R-
Variable Coefficient Error Beta=0 Level Squared
Intercept 1.482909 0.527094 7.92 0.004903 0.030808
EXP -4.19E-02 0.015962 6.88 0.008722 0.026883
ASV -1.06E-05 2.32E-06 20.72 0.0000050.076828
RA 0.490639  0.1538 10.18 0.00142Q.039266
FS 0.141385 0.18349 0.59 0.440985002379
LD 0.504953 0.302461 2.79 0.095022 0.01107
R2=0.19
Model Prob =
DF =5 Model chi-square = 57.84 0.0000
Response FRMTYP (1=inter, 0= mono)
Predicted Classification Section
Total correctly predicted
188
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% of correct prediction

73.4375
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APPENDIX E: SUMMARY OF FACTOR LOADINGS FOR MONOCROP AND
INTERCROP FARMERS

Variables

AGE
EDU
EXP
HHS
AGX
CRT
LF
LD
HT
ASV
KM
RA
TR

COOP

Eigenvectors after Varimax Rotation

Factorl
0.464368
-0.302350
0.430442
0.444687
0.143745
-0.010263
-0.287542
-0.239856
-0.205392
-0.167641
-0.186187
0.170641
-0.052680

-0.048305

Factors

Factor2
0.193201
0.006233
0.207061
0.078501
0.010932
0.013328
-0.084535
0.015068
0.483536
0.557422
-0.101805
-0.150758
0.495069

-0.216413
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Factor3
0.262244
-0.033347
0.265505
-0.029187
-0.198757
-0.476530
0.356166
0.511963
-0.144359
-0.121197
0.210784
-0.073900

0.018100

-0.331614

APPENDIX E1: PRINCIPAL COMPONENTS REPORT

Page/Date/Time 6 2012/12/23 08:41:28 PM
Database
SORGHUM/COWPEA

Factor4
-0.065246
0.109174
-0.066274
0.262386
0.449010
0.226489
0.144932
0.041974
-0.180054
-0.148924
0.244019
-0.284658

0.149117

-0.301559

Factorb

0.208704
0.437575
0.165944
0.085579
-0.018938
-0.22701
0.197994
-0.168175
0.062071
0.08355
-0.179637
-0.132020
-0.342922

@322



FDM 0.027207 -0.048399 -0.072441 0.512912 0.018017

MKT -0.094967 0.184495 -0.047578 0.251964 0.574344
Variables Factor6
AGE -0.088507
EDU 0.220442
EXP -0.041036
HHS -0.039131
AGX -0.351830
CRT -0.052499
LF 0.015999
LD -0.027530
HT -0.064401
ASV -0.013172
KM -0.357310
RA 0.575166
TR 0.124346
COOP -0.297480
FDM 0.484131

MKT 0.107961
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Variables
AGE
EDU
EXP
HHS
AGX
CRT
LF

LD

HT
ASV
KM
RA

TR
COOP
FDM

MKT

MILLET/COWPEA (Factor loadings)

Eigenvectors after Varimax Rotation

Factorl
0.332074
-0.110579
0.326510
0.421794
-0.035953
0.049195
-0.084042
-0.060221
0.421016
0.406911
0.046317
-0.148728
0.406659
-0.140759
0.052683

0.153365

Factors

Factor2
0.440151
-0.276246
0.424417
0.329419
-0.011379
0.031090
0.098981
0.111538
-0.316593
-0.363719
0.156777
0.044329

-0.328909

0.223223

0.001332

0.029941
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Factor3
-0.002003
-0.240663
0.065443
-0.039766
-0.283000
-0.275182
-0.427082
-0.587574
-0.057296
-0.111909
-0.102125
-0.136533
-0.151012
-0.239734
-0.356951

0.013683

Factor4
-0.059332
-0.156459

0.005914
-0.036407
-0.044819

0.193388

0.126044
-0.168358

0.114279
-0.032103
-0.593472
-0.504766

-0.175121

0.314329

0.346232

0.128710

Factor5
-0.06654
0.0896
-0.087383
0.056146
-0842
0.523293
-0.257464
0.128580
-0.103922
-0.6092
0.052818
0.136291
-0.03768
-038B06
-0.001076

0.509339



Variables
AGE
EDU

EXP

AGE
EDU
EXP
HHS
AGX
CRT
LF
LD
HT
ASV
KM
RA
TR
COOP
FDM

MKT

Factor6

SORGHUM

0.096650
0.507189
0.038287
0.066836
-0.196223
0.263856
0.228635
-0.177412
0.081590
-0.107672
0.244317
-0.451321
-0.023660
0.083501
-0.309838

-0.387878

Eigenvectors after Varimax Rotation

Factorl
-0.466359
0.096388
-0.465824

Factors

Factor2
0.164621
-0.308780

0.104780
394

Factor3

0.018985
0.051168

-0.076383

Factor4d
-0.223305
0.275870

-0.075505

Factor5
-0.06942
0.457026

0.16953



HHS
AGX
CRT
LF
LD
HT
ASV
KM
RA
TR
COOP
FDM

MKT

-0.402226
0.047167
-0.293491
-0.305869
-0.262038
-0.150666
-0.120969
-0.199254
-0.182622
0.111627
0.098627
0.105887

0.008496

Variables

AGE
EDU
EXP
HHS
AGX
CRT
LF
LD
HT
ASV
KM
RA

-0.026592
0.092596
0.280520
-0.241976
-0.195877
-0.460140
-0.512523
-0.098422
0.054134
-0.360858
-0.198389
0.154523

-0.034686
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0.121963
-0.603336
0.050995
0.175876
-0.166070
-0.074138
-0.193992
-0.068895
-0.483324
-0.010063
-0.128435
-0.475425
-0.164562
Factor6
0.119626
0.124522

0.331615

-0.064948

-0.023073

0.007192

0.175289

-0.019609
-0.165528
-0.220095
-0.108644

-0.320891

-0.126783
0.093212
-0.134463
0.114411
0.320002
-0.091577
-0.202725
0.406479
0.027434
-0.329833
-0.362412
-0.240210

0.443510

0.18823
-0.197265
0.317369
-0.352338
-0.37403
0.13422
0.1999
0.035870
-0.003385
0.091127
-0.400
0.258891

0.212924



TR 0.225033

COOP 0.436463
FDM 0.176852
MKT 0.601057
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